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Preface

For over four decades, the semiconductor industry has experienced exponential
growth. According to the International Technology Roadmap for Semiconductors,
as we advance deeper into the era of nanotechnology, traditional Complementary
Metal Oxide Semiconductor electronics will soon reach its physical and eco-
nomical limits. This book deals with the opportunities offered by disruptive
technologies and in particular explores novel designs for digital architectures (with
an emphasis on reconfigurable structures).

In a first approach, we will base our investigations around conventional FPGA
architectures, and examine ways in which disruptive technologies can lead to
structural improvements. In a more prospective approach, we will then also present
some novel architectural schemes for ultra-fine grain computing, where the
inherent properties of the considered disruptive technologies lead to reduced size
of the logic elements.

All these improvements are explored in a unified way by a new methodological
approach, which allows the fast evaluation of an emerging technology on a pro-
spective architecture. We use this to discuss their impact, from the level of simple
circuits to that of complex architectures.

Several technologies, ranging from 3D integration of devices (Phase Change
Memories, Monolithic 3D, Vertical NanoWire-based transistors) to dense 2D
arrangements (Double-Gate Carbon Nanotubes, Sublithographic Nanowires,
Lithographic Crossbar arrangements), have been envisaged. Novel architectural
organizations, as well as the associated tools, are presented in order to explore this
largely uncharted design space.

This book represents a new step in the field of nanoarchitectures. It makes the
link between technology and applications by proposing prospective designs and
toolflows adapted to the requirements of both sides. It thus lends precious insight
into the field of emerging technologies for designers as well as technologists.
Indeed, this book considers disruptive technologies from an architectural per-
spective, while all technological assumptions are validated. Thus, this book covers
a broad range of fields that must be addressed holistically in such prospective
research.
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Chapter 1
Introduction

Abstract In this chapter, we aim to introduce the global context of the book.
While the microelectronics industry is still lead by the scaling, we point out its
limits and highlights some novel way coming from the nanotechnologies. In order
to provide an efficient evaluation strategy of the different ways, we present the
global methodology used in the remaining of the book.

Our post-industrial way of life can be defined by an ever-growing need for mass
consumer products. Every day, industry generates novel innovations that contin-
ually boost the market. Planes are increasingly automated, cars assist the drivers in
a various number of situations for security or leisure (e.g. speed control, parking
assistance, etc.), cell phones are able to communicate over the internet and video
game consoles are controlled by handset motions or even player movements. Such
evolutions mean that the systems have to be more intelligent, have simpler
interfaces and be more communicative. The enabler behind all these novelties is
the generalized use of embedded electronic systems, which have long become an
integral and pervasive part of the human society. As the demand in terms of
entertainment, data volume and connectivity is in constant growth, the system
performance needs to improve more every day. The market is boosted by
application requirements and remains in constant progress and evolution.

Electronic systems are complex systems, which aim to address computation in a
specific target application. They are built around a physical hardware core, which
can be programmed by loading and adding software modules. The hardware is the
basic key for computation, in the sense that it is used to manage information at the
physical level, i.e. in conventional systems and at the most elementary level,
the electronic charge. The hardware is closely related to design and manufacturing
techniques. The design defines the organization of the components in the system
(i.e. the architecture). The manufacturing techniques define the physical
components. This makes the related field highly multi disciplinary.

The basic unit of electronic systems is the transistor. Invented in 1947 by
William Shockley, John Bardeen and Walter Brattain, the transistor is able to work

P.-E. Gaillardon et al., Disruptive Logic Architectures and Technologies,
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as a switch at the smallest scale [1]. While the first demonstrated transistor was a
bipolar transistor made of Germanium, the technology moved quickly to
Silicon-based transistor and to the demonstration of the first Metal-Oxide-
Semiconductor Field Effect Transistor (MOSFET) in 1959 [2]. The Silicon
MOSFET transistor is still in use in the most advanced modern integrated circuits.
By scaling the device and using a large number of transistors on a same substrate,
it became possible to create integrated circuits of higher complexity and
functionality. The era of the semiconductor industry has been defined by scaling,
and consequent improvement for almost half a century: the industry has followed
an exponential evolution from the first realization of integrated circuits to the
current Very Large Scale Integration (VLSI)1 with billions of transistors.

1.1 The Scaling Era

The way in which the semiconductor industry has evolved is unique with the scope
of industrial history by its impact on society and rate of progress. Since the
creation of the transistor, the semiconductor industry has grown exponentially, a
trend which has been enshrined in Moore’s law [3] (Fig. 1.1). Starting in 1965 and
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Fig. 1.1 Processor transistor count and Moore’s law since 1971

1 This term was first coined at the 100 k transistor mark. Other terms were later proposed
(e.g. ULSI) to reflect the continually increasing complexity of integrated circuits , but remains
the term of choice within the community.
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based on empirical observation, this law predicts an exponential growth
(a doubling) of the number of transistors per die for each new technology
generation. Even the growth rate (or time between technology generations) has not
been constant though during recent decades, it still has a factor of two very
2 years. As illustrated by Fig. 1.1, it is worth noticing that the transistor count of
processors has followed a similar trend for the last four decades.

The increase in the number of transistors is an obvious consequence of scaling.
Scaling leads to the reduction of the dimensions of elementary drawn transistors,
making it is thus possible to integrate more devices within the same area. Further
scaling brings many further advantages additional to that of density. The majority
of technological parameters are scaled according to a given scaling strategy. The
impact of scaling on the main device parameters for constant electric field
(the dominant scaling strategy for deep submicron technology generations) is
presented in Table 1.1. It is important to observe that scaling leads to a reduction
of device power by a factor of a2 and a speed up in intrinsic delay by a factor of a.

This fast evolution is unique. As an illustration, if other industries had followed
a comparable rate of change, a one-way ticket between Paris and New York may
would now cost only 0.01€, while the total flight time would have been reduced
down to 0.25 s. Similarly, a car scaled by the same proportions would only cost
20 €, reach a speed of 3,000 km s-1, would only weigh 10 mg and would only
consume 1 l of fuel per 100,000 km.

First only seen as a trend based on empirical observation, Moore’s law has become
much more than just a speculation. It has been regarded (and is still considered) as a
real specification for growth, enabling the definition of objectives for research and
development in the semiconductor industry. This has given rise in recent years to the
International Technology Roadmap for Semiconductors (ITRS), compiled by a
consortium of academic and industrial leaders in the field of semiconductors, and
whose goal is to survey the trends in semiconductor technology and predict its future
evolution up to 15 years ahead. As a consequence, it defines the objectives for the
next decades, forecasts the trend for future technology nodes below 10 nm gate
length and identifies roadblocks to overcome.

Table 1.1 Linear scaling
rules impact on device
parameters [4]

Parameters Scaling factor

Transistor length and width (L, W) 1/a
Junction depth (xj) 1/a
Oxide thickness (tox) 1/a
Doping concentration (Nd, Na) a
Supply voltage (VD) 1/a
Drive current (ID) 1/a
Electric field (E) 1
Capacitance (e.A/tox) 1/a
Delay time (s = C.VD/ID) 1/a
Power dissipation (*VD.ID) 1/a2

Device density (* 1/A) a2

1.1 The Scaling Era 3
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1.2 New Challenges

The ITRS has indicated significant future hurdles that may impede the original
scaling law. Limitations are found at various levels, from fundamental device
characteristics to advanced system design methodologies.

1.2.1 Process Integration and Devices

The process integration and the devices will suffer from leakage and quantum effects,
as well as from intrinsic fabrication hurdles (for example lithography steps).

1.2.1.1 Electrostatic Channel Control

With channel scaling, Short Channel Effects (SCE) are becoming increasingly
dominant. The short channel effect reflects the lowering of the threshold voltage
with a decreasing channel length. This effect is due to a two-dimensional distri-
bution of the surface potential in the channel. Furthermore, in short channel
devices, the Drain-Induced Barrier Lowering (DIBL) effect is also present. The
DIBL consists of making the threshold voltage dependent on the drain bias. Both
of these effects lower the threshold voltage and make the devices more vulnerable
to variability.

1.2.1.2 Leakage

It is worth noticing that when the lateral dimensions of a transistor are scaled, the
oxide thickness is also scaled. This leads to an exponential growth of the tunnel
current through the gate oxide, thereby an increase in the gate leakage.

Moreover, new physical phenomena appear at scaled dimensions and make a
significant to leakage current. Indeed, high values of channel doping cause
Band-To-Band (BTB) tunneling and Gate-Induced Drain Leakage (GIDL). These
effects lead to higher power consumption [5, 6].

1.2.1.3 Lithography

Microelectronics fabrication is based on lithography. Tools using Deep UltraViolet
(DUV) light with wavelengths of 248 and 193 nm allow minimum feature sizes
down to 50 nm. However, scaling below this will require several innovations in
terms of design and equipments. The mask design must contain a high degree of
regularity, in order to minimize the fabrication variability and impact on
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lithography steps, while Optical Proximity Correction (OPC) is required to
compensate inherent diffraction. Finally, new equipments are envisaged to reduce
the wavelength down to Extremely Ultra-Violet (EUV).

1.2.2 Systems and Tools

On the design perspective, several obstacles must also be overcome. Indeed, keep
growing complexity of systems requires researches to develop new computation
paradigms and the associated architectures, while design tools and methodologies
should be improved in order to reduce the inherent development costs.

1.2.2.1 System Design

Many device parameters do not scale exactly according to the scaling theory [7],
due to intrinsic device hurdles. As a result, many device parameters which used to
be fixed by the technology node are becoming design parameters. This is espe-
cially true for the supply and threshold voltages. The designer can optimize these
parameters in order to obtain the best trade-off in terms of area, power and delay.

Furthermore, other circuit parameters do not follow the scaling rules at all.
Indeed, the latency of on-chip wires does not follow the same trend as front-end
devices. Global signals impact the performance metrics significantly, and therefore
are very challenging. In order to both improve the energy-per-bit and to increase
the bandwidth density, new on-chip connection paradigms are explored such as
Network-On-Chip (NOC) [8, 9].

Another challenging issue is the distribution of clock signals. Conventional
circuits are based on a single clock that is distributed throughout the whole circuit.
With the increase of the relative length of clock lines (compared to the technology
node), the task of distributing the clock signal without skew (i.e. simultaneously)
and without jitter (i.e. periodically) everywhere on the chip is extremely difficult.

1.2.2.2 Design Tools and Methodologies

The possibilities enabled by current technologies are enormous. Nevertheless, the
number of potential transistors that are available to chip design is much larger than
the number of transistors (or complexity) that design teams can efficiently use.
This difference between the technological possibilities and the design capabilities
is called the Design Productivity Gap. In order to improve the productivity, design
tools are developed to automate the design process, as much as possible. In this
way, hardware description languages, high-level synthesis and hardware/software
co-integration are a small illustration of the main design tasks that need to be
addressed deeply to reach the full potential of a given technology.

1.2 New Challenges 5
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1.3 Architectural and Technological Opportunities

The semiconductor industry has to face many issues to pursue Moore’s law, which
in any case is expected to end when the MOSFET transistor reaches its physical
limits. In this book, we will assess a twofold opportunity. This opportunity is based
on reconfigurable architectures that can be improved by disruptive technologies, in
order to yield solutions for future architectures.

1.3.1 Reconfigurable Architectures

In order to keep following Moore’s law and to achieve the computing capacities
necessary for future software applications, it is today widely recognized that
Systems-On-Chip (SoC) will move initially towards Multi-Processor Systems-
On-Chip (MPSoC), then towards reconfigurable platforms. These systems will be
used in the majority of solutions and in particular for high-performance computing
(analysis and modeling of complex phenomena, advanced human–machine
interaction) and for low-power mobile systems (sensor networks…).

The reconfigurable approach to computing systems offers several advantages.
It allows volume manufacturing and thus constitutes a solution to the projected
evolution of mask costs. The mask costs are expected to be above $100 M in
2018 [10]. In all probability, ‘‘full-custom’’ dies will disappear or migrate
towards the development of Multi Project Wafer (MPW) lines for very high
performance applications; the appearance of ‘‘stacked’’ circuits based on 3D
integration will aim at heterogeneous applications; and the reconfigurable
approach will enable volume applications [10]. Such systems can cover a broad
range of applications, and their performance levels exceed very clearly those of
programmable systems in terms of computing speed, while requiring only one
set of masks. Moreover, the natural association of these architectures with fault-
tolerant design techniques enables robust architectures to be built in the context
of increasingly unreliable elementary nanometric MOS devices. Nevertheless,
the various types of reconfigurable circuits (FPGA, coarse-grain reconfigurable
systems) are at a disadvantage (compared to ‘‘full-custom’’ solutions) in terms
of performance and device count necessary to fulfill a specific function
(Fig. 1.2).

1.3.2 Technological Evolutions

In this context, the emergence of new devices offers the opportunity to provide
novel building blocks, to elaborate non-conventional techniques for reconfigurable
design and consequently to reconsider the paradigms of architecture design.

6 1 Introduction



www.manaraa.com

The ITRS Emerging Research Device (ERD) and Emerging Research Materials
(ERM) chapters propose emerging technology fields for prospective research [11].
Two different directions are envisaged:

• the extension of the MOSFET device to other geometries and materials, and
• the use of other technologies and/or state variables for computing.

1.3.2.1 MOS Extensions

The straightforward evolution for MOSFET processes is to work on the channel
materials and structure. The main idea consists of replacing the gate channel by
new materials with high carrier mobility. Three different possibilities can be
considered. The conventional approach consists of working on process
engineering to improve the channel performance, with for example strained
silicon or silicon-on-insulator wafers. The ultimate goal of such channel
processing is to achieve the use of 1D structures as enhanced channels. Thus,
silicon NanoWires could be seen as promising candidates for this evolution.
Finally, the use of unconventional materials could be seen as a replacement
material for silicon. Carbon electronics is a good prospective approach, with
promising electrical properties, coupled with the confinement that is achievable
by the structure. Furthermore, it is important to highlight that carbon nanotubes
and graphene also exhibit respectively 1D and 2D structures that have superior
electrical properties.
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Fig. 1.2 Spectrum of implementation solutions for data processing algorithms
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1.3.2.2 Emerging Devices and Memories

Rather than considering ‘‘only’’ an improvement of the conventional electrical
charge based MOSFET, the ITRS ERD and ERM chapters also suggest the pos-
sibility of using new state variables for computation as well as for the information
storage. As shown in Fig. 1.3, even if the standard way to carry out computation is
based on Silicon MOSFETs in Von Neumann multicore system architectures,
many other ways could be explored. Indeed, unconventional state variables might
be used, such as molecular state and phase state. It is also worth mentioning that
unconventional solutions might be used at every hierarchy level, and that all these
choices and/or combination of choices might give rise to new computation
paradigms.

1.4 The Nanoscale Chicken and Egg Dilemma

While the use of emerging devices appears to be the correct approach to go beyond
the limitations of planar CMOS technology, high cost and lack of maturity of
fabrication processes render the task of finding a good candidate device difficult. In
fact, the evaluation of any new technology is at the interface of different domains,
and generally leads to a Chicken and Egg Dilemma, as depicted in Fig. 1.4.

Technology developments are driven by the application. As an illustration, we
could oppose low power memories and high performance applications. These
applications have different constraints regarding the speed, the power consumption
and many other parameters, which lead to different CMOS optimization strategies,
such as HVT2 and LVT3 transistors.
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Fig. 1.3 Electronic systems hierarchical organization and opportunities [11]
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Nevertheless, the formulation of an application constraint is performed through
an architectural model. The model expresses the computational power offered by a
technology, and allows to efficiently map algorithms onto the architecture.

Finally, the definition of an architecture requires information from the
technology, in order to create an optimized system. It thus appears increasingly
complicated to solve all the development pillars.

From this viewpoint, the following questions are raised:

• How can we find a suitable technology for future applications?
• Developing a technology generates excessive costs. It is thus impossible to carry

out technological developments for all candidate processes. This indicates that
we should employ a fast evaluation methodology for emerging technologies:
But in this case, which architecture could we use? How will we evaluate the
performance of a disruptive technology (i.e. which applications?) and which
tools should we use?

• How can the technology characteristics be taken into account within the
architecture? What should be the specific functions to address be? How can the
computing blocks be improved? How can the peripheral circuitries
be improved? What is the best arrangement of the logic blocks for efficient
tuning of the architecture?

1.5 Objective and Methodology of the Book

Facing this broad range of questions, this book deals with the opportunities
available from the use of disruptive technologies. It thus realizes the link between
technology and applications by proposing prospective designs and toolflows in
accordance with the requirements of both sides.

To enable scientists to perform the evaluation of a new technology from the
architectural side, we propose a global evaluation methodology. The proposed
methodology is presented in Fig. 1.5. A large set of available technologies will be
evaluated under a generic architectural template. For the sake of genericity, the
chosen template will be a generalized reconfigurable architecture. Depending on
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the process and technological maturity, different models will be used and injected
into the architectural template description. These models range from simple
behavioral type to detailed models based on advanced physical Technology
Computer Aided Design (TCAD) extractions and real-circuit measurement. The
envisaged applications will be standard testbench sets in order to investigate a
wide range of application domains and attempt to identify the best sets. A fast
architectural optimization loop exists in the methodology. It allows identification
of the best architectural trade-off for a given technology. Thus, it ensures that bad
architectural sizing, which may lead to an erroneous estimation of technology
performance, is avoided. Architectural evaluation results are finally the most
important part of the complete methodology. Indeed, they are intended to feedback
to the technology side, in order to find which parameters best improve the tech-
nology for the target application. Hence, this approach moved the problem to a
global optimum, instead of considering only local optimizations.

1.6 Original Contributions of the Book

Most of the literature in the field offers solutions on very precise and focused
questions. However, the emerging technology question is so broad that it is not
possible to consider only a short part of the story. In this book, we will demonstrate
how novel proposals originating from the technology/device level may directly
impact complex system design. We expect the approach taken in this book to
improve the work efficiency in the field, and to initiate more interactions between
technologists and designers. Several questions have been assessed in different
fields. Contributions have been made at several levels, ranging from elementary
circuits to architectures, as well as benchmarking tools and methodologies.

1.6.1 Methodology and Tools

On the methodology and tools side, this book contributes to a state-of-the-art
benchmarking toolset by proposing a complete tool flow suited to the design
exploration of reconfigurable logic based on emerging devices (Chap. 6). Indeed,
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in order to evaluate and compare in a fair way any prospective circuit or archi-
tecture, it is mandatory to have a complete tool, able to instantiate a set of standard
circuits based on the proposed technology and architecture. The proposed tool flow
is based on extensions to the conventional tools from the reconfigurable
community. The extensions allow a wide variety of structures and architectures for
architectural exploration such as the management of logic cells instead of the
conventional FPGA look-up table, the organization of logic cells into regular
matrices and the use of fixed and incomplete interconnection topologies. To do so,
a specific packing tool, called MPack, has been developed. It will be presented and
its internal structure will be described in detail.

1.6.2 Memories and Routing Resources for FPGA

As we will discover in the next chapter, the FPGA architecture suffers from the
amount of resources required for programmability. In particular, the versatility of
the architecture is handled by several pass transistors connected to programming
memories. These circuits are distributed throughout the whole circuit, and are
known to be area- and power-hungry. In this book, we will assess three different
technologies, in order to improve the memory and the routing aspects of recon-
figurable systems (Chap. 3).

Resistive memories are promising devices which exhibit programmable
non-volatile bistable resistive states. This technology allows a passive program-
mable device to be embedded into the metal layers. Thus, we will propose a
configuration memory node. This node will use a voltage divider to store a logic
level intrinsically. Then, the impact of the structure will be studied in comparison
to flash memories. Using the favorable on-resistance property of resistive memory,
we also propose to integrate them directly into the data path. This is obviously of
high interest to create non-volatile and reprogrammable switches with low resis-
tance in the on-state and low area impact. In addition, a resistive memory based
switchbox will be proposed and compared to an equivalent state-of-the-art
non-volatile implementation.

Instead of using only a passive device in the back-end layer, we will assess the
opportunity to integrate active devices in a monolithic 3D arrangement.
Monolithic 3D processes aim to stack several layers of active Fully-Depleted
Silicon-On-Insulator. Since layers are processed sequentially, it is possible to
obtain a high alignment quality, as well as a high via density between the two
layers. We will propose an elementary FPGA block implementation using this 3D
technology. Effectively, we will split the memory part from the data paths of the
FPGA blocks. This will allow distinct optimization of the sizing and the processes.

Finally, we will push the 3D concept to the limits by proposing a ‘‘true’’ 3D
implementation of routing resources. Vertical NanoWire Field Effect Transistors
have been demonstrated as a possible technology to create vertical transistors
between metal lines. These transistors are large, which enables them to reach
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promising performance levels. We then propose in building a ‘‘smart’’ back-end
methodology with complex configurable vias, as well as configuration memories
for vias and signal buffers. We will propose a performance evaluation method-
ology based on TCAD simulations to open the way towards prediction of the most
advanced technologies.

1.6.3 Logic Blocks for FPGA

While improving memories and routing resources appears to be the most conve-
nient way to improve the FPGA architecture, it is worth pointing out that the
structure uses only a very small part of the computational real-estate. The largest
part of the circuit is used for ‘‘peripheral circuitry’’. Thus, we could expect to find
a more effective structure. In this way, it is interesting to work on logic blocks and
see how emerging devices could lead to new paradigms for computing at fine-grain
(Chap. 5). Two main device families will be studied.

Firstly, we will study a 1D ambipolar technology (here based on Double-Gate
Carbon Nanotube Field Effect Transistor technology). These devices could be
configured between n- and p-type conduction by changing the voltage of an extra
polarity gate. This allows in-field reconfigurability to be achieved at the device
level. We called this kind of device an ‘‘enhanced-functionality’’ device. This
technology has been used to provide a very compact logic cell, able to perform
computation at an ultra-fine level of granularity. We will refine the technological
assumptions and generalize the proposal of the use of a configuration back-gate to
a family of standard cells.

Secondly, we will focus on ‘‘density-increased’’ devices. Emerging technolo-
gies have opened the way towards the use of active devices in a high density
crossbar fashion. We thus propose to use crossbars of nanowires to realize a
compact ultra-fine grain logic cell. The proposed crossbar process involves an
FDSOI-based lithographic process flow. We will explain how circuits and layouts
could be implemented based on this technology.

These developments lead to significant reduction of logic block size and to the
use of finer levels of granularity. In the rest of the book, we will refer to this by the
term ‘‘ultra-fine grain logic’’.

1.6.4 Nanoscale Architectures

Ultra-fine grain logic provides a large reduction of logic real-estate. However, the
scaling of wires and peripheral resources is not so direct. Hence, new organizations
must be envisaged to assess an efficient architecture. We will propose regular
arrangements of logic cells into matrices (Chap. 6). It should be noted that such
an arrangement is also motivated by regular patterning in lithography steps or in
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self-assembly. While the use of a standard FPGA interconnect scheme could lead
to an unexpected overload in terms of resources, we propose a fixed and incom-
plete interconnect pattern. This pattern ensures maximum shuffling, reachable by
scarce resource availability. This regular pattern is then used to realize logic blocks
for reconfigurable architectures. A performance evaluation of the structure will be
performed and it will be compared to standard FPGA. More disruptive architec-
tures will then be discussed.

1.7 Organization of the Book

The book is composed of five main chapters organized into three parts, not
including the introduction and the concluding chapter. The global organization of
the book is depicted in Fig. 1.6.

In the first part, we describe the background and motivation of the work with a
state-of-the-art Field Programmable Gate Array architecture, where tendencies and
issues are described. Then, we will summarize existing computing architectures,
based on emerging devices. We will particularly focus on post-CMOS heteroge-
neous architectures, as they appear to be the most relevant to our field. Finally, we
will formulate and generalize the description of reconfigurable circuits in terms of
hierarchical levels. We will also define the architectural template that will be the
baseline of our architectural evaluation.

In the second part, we will target an incremental improvement of reconfigurable
designs. Chapter 3 will focus on the use of emerging technologies for routing and
memory implementations in reconfigurable circuits. Resistive Memory and
Vertical transistor technologies, as well as Monolithic 3D integration processes,
will be studied to assess the impact of moving the routing resources to the back-
end layer. In this chapter, the performance of each proposed circuit will be
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evaluated electrically and compared to their equivalent counterparts in conven-
tional CMOS technology.

In Chap. 4, the architectural evaluation of a traditional FPGA architecture,
enhanced by the technologies presented above, will be proposed. Then, bench-
marking results will be discussed with regards to the equivalent CMOS circuit.

In the third part, we will deal with disruptive logic design. Chapter 5 will assess
new ultra-fine grain logic blocks for computation. The use of functionality-
increased and density-increased devices is envisaged. The logic blocks are then
compared in terms of electrical metrics and their overall potential is discussed.

In Chap. 6, we use the logic blocks designed in the preceding stage to develop
an ultra-fine grain FPGA architecture. Thus, the reconfigurable template is
enriched with specific architectural proposals. These proposals are expected to
deal with the granularity of ultra-fine grain computing and with interconnection
overload. A specific benchmarking toolflow is described. In particular, a packer
tool will be presented, in order to tackle the matrices of cells with fixed inter-
connections. Finally, benchmarking results will be presented and discussed.

In Chap. 6, the book is concluded.
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Chapter 2
Background and Motivation

Abstract In this chapter, we aim to present the background and the motivation of
this thesis work. We will first give an overview of the Field Programmable Gate
Array architecture, which is today the most widely used reconfigurable circuit.
After describing its conventional structure, we will detail current trends in
architectural organization. Then, we will survey the literature to see how disrup-
tive technologies are used to propose drastic evolutions in the field. We will in
particular show how dense nanowires can be used to build logic fabrics in a
crossbar organization, and also how the use of carbon electronics allows the
construction of interesting logic functionalities. Finally, we will try to formalize
the various approaches into a hierarchical representation and compare it to the
conventional structure. This representation will help to define the objectives of this
work. We mainly intend to propose a digital reconfigurable circuit based on real-
life disruptive technologies. This is an important point, since even if a potential
technology opens the way towards new phenomena, it is fundamental to work
closely with technologists and to keep in mind its feasibility from an industrial
perspective. In this context, we will continuously try, in this thesis work, to take
into account the technology requirements when designing a circuit.

As introduced previously, reconfigurable logic architectures are generic and highly
versatile. This makes them an excellent compromise between costs, development
time and performances. Suited for a wide range of application, they offer an
intrinsic regularity compatible with the most advanced technological processes.

In this state of the art chapter, we will give an overview of the reconfigurable
field. Hence, we will first introduce the conventional Field Programmable Gate
Array (FPGA) architectures. From the basic FPGA scheme, we will move to the
most recent evolutions and discuss the structural issues.

Subsequently, from the emerging technologies perspective in the context of
computation, we will survey the nanodevices-based architectures relevant to our
field and give a global comparison between the different approaches.

P.-E. Gaillardon et al., Disruptive Logic Architectures and Technologies,
DOI: 10.1007/978-1-4614-3058-2_2,
� Springer Science+Business Media New York 2012
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Finally, we will formalize our research methodology, by describing the chosen
global architectural template, as well as the position of our work regarding the
existing literature.

2.1 Conventional Reconfigurable Architecture Overview

Reconfigurable architectures are today leads by the Field Programmable Gate
Array. We will begin this overview with the survey of the homogeneous FPGA
architectural scheme and its related sizing. Then, we will see how the homoge-
neous architecture has been improved to increase the structural performances.
Finally, we will discuss the current limits of FPGAs.

2.1.1 The Field Programmable Gate Array Architecture

In this section, we provide an overview of the standard FPGA scheme. We will
start with some generalities of the structure. These generalities will deal with a
short history/overview of reconfigurable circuits and will present the basements of
the FPGA architecture. Then, we will detail the logic blocks architecture. Logic
blocks architectures can be based on logic gates or Look-Up Tables (LUTs).
Interconnection structures will then be detailed, and finally, sizing of the archi-
tecture will be presented.

2.1.1.1 Generalities

Field Programmable Gate Array belongs to the family of reconfigurable logic
circuits. Its structure is currently the most advanced of the family.

Historically, the reconfigurability has been based on programmable diode logic.
Second generation architectures used in Programmable Array Logic (PAL)/
Programmable Logic Array (PLA) architectures [1]. The PAL approach focused
on the use of a reconfigurable full interconnectivity pattern for the implementation
of the signal routing between macro-logic blocks. Hence, the PAL approach is
intimately defined by its large routing array. It is important to note that in such a
circuit, the logic is fixed and only the routing part is programmed.

The FPGA breaks this model by using both programmable logic and pro-
grammable routing structure. The logic is distributed through the routing structure
in an island-style manner. This distribution helps in handling the routing con-
gestions with an optimum number of resources.

The PAL routing architecture is a very simple but highly inefficient crossbar
structure. Every output is directly connectable to every input. Connection is made
through a programmable switch. The FPGA routing architecture provides a more

18 2 Background and Motivation



www.manaraa.com

efficient routing where each connection typically goes through several switches. In
a programmable logic device, the logic is implemented using two-level AND-OR
logic with wide input for the AND gates. In an FPGA, the logic is implemented
using multiple levels of lower fan-in gates, which is often much more compact
than two-level implementations. An FPGA logic block could be as simple as a
transistor or as complex as a Digital Signal Processor (DSP) block. It is typically
capable of implementing many different combinational and sequential logic
functions.

An FPGA structure is defined by fine-grain logic. This name comes from the
granularity which is achieved by the logic blocks. Here, each logic blocks is
supposed to realize a part of combinational or sequential logic operations but is not
able to handle complex logic operation. The granularity is then in opposition to
Massively-Parallel Processor Arrays or MultiProcessor System-On-Chip. Another
particularity of the FPGA architecture is the hierarchical logic stratification.
Indeed, a logic block is build from smaller logic blocks and a local reconfigurable
interconnect. This interconnect is generally complete. This means that, like in a
PAL, each signals (inputs and outputs) can be routed everywhere.

The routing architecture of an FPGA could be as simple as a nearest neighbor
mesh [2] or as complex as the perfect shuffle used in multiprocessors [3]. More
typically, an FPGA routing architecture incorporates wire segments of varying
lengths which can be interconnected via electrically programmable switches. The
choice of the number of wire segments incorporated affects the density achieved
by an FPGA. If an inadequate number of segments is used, only a small fraction of
the logic blocks can be utilized, resulting in poor FPGA density. Conversely the
use of an excess number of segments that go unused also wastes area. The
distribution of the lengths of the wire segments also greatly affects the density and
performance achieved by an FPGA. For example, if all segments are chosen to be
long, implementing local interconnections becomes too costly in area and delay.
On the other hand if all segments are short, long interconnections are implemented
using too many switches in series, resulting in unacceptably large delays.

The storage of the configuration is in charge of memories. These memories
drive logic gates or pass-transistors in order to configure the logic or the routing.
Different type of technologies could be used like Static Random Access Memories
(SRAM), antifuse or flash. SRAM is actually the most standard technology, thanks
to its CMOS technological homogeneity. In all cases, a programmable switch
occupies larger area and exhibits much higher parasitic resistance and capacitance
than a simple via. Additional area is also required for programming circuitry. As a
result the density and performance achievable by today’s FPGAs are an order of
magnitude lower than that for ASIC manufactured in the same technology.

The complexity of FPGA has surpassed the point where manual design and
programming are either desirable or feasible. Consequently, the utility of FPGA
architecture is highly dependent on effective automated logic and layout synthesis
tools to support it. A complex logic block may be under-utilized without an
effective logic synthesis tool, and the overall utilization of an FPGA may be low
without an effective placement and routing tool.
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Placement and routing tools mainly depend on the architecture and are specific
to manufacturers [4, 5]. Some tools aims to be used as an exploration tool for
research exploration of algorithms as well as architectures. As an example, the
Verilog-To-Routing (VTR) toolflow is dedicated to this purpose [6].

2.1.1.2 General Architectural Organization

FPGAs are built of three fundamental components: logic blocks, I/O blocks and
programmable routing, as shown in Fig. 2.1. In Fig. 2.1, CLB stands for Configu-
rable Logic Block, which is the combinational and sequential logic block. CB and SB
stand respectively for Connection Box and Switch Box. These circuits form the global
routing resources. In Fig. 2.1, Input/Output (I/O) blocks have not been shown. They
are found at the periphery of the circuit and are fed by the routing lines.

In an FPGA, a circuit is implemented by programming each of the logic blocks.
Each block implements a small portion of the logic required by the circuit. The
programmable routing is configured to make all the necessary connections
between logic blocks and from logic blocks to I/O blocks, as well. Each of the I/O
blocks is configured to act as either an input pad or an output pad.

2.1.1.3 Logic Block Architecture

The logic block used in an FPGA strongly influences the circuit speed and area-
efficiency. Many different logic blocks have been used in FPGAs, but it is possible
to consider two main families: the gate based FPGAs and the Look-Up Table
(LUT) based FPGAs. Most current commercial FPGAs use logic blocks based on
LUTs.

• Gate-based Approach

Gate-based FPGAs closely resemble basic Application Specific Integrated
Circuit’s (ASIC) cells. The finest grain logic block would be identical to a basic
cell of an ASIC and would consist of A few transistors that can be interconnected
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SB SB
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CB 

CB CB
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Fig. 2.1 Island-style field
programmable gate array
organization
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in a programmable way. The finest grain cell solution uses single transistor pairs.
In [7], transistors pairs are connected together in rows. Within this pattern, the
transistors are programmed to serve as isolation transistors or logic gates.
Figure 2.2 illustrates how a function could be implemented. Figure 2.2a shows the
transistor pair tiles and Fig. 2.2b shows a programmed function f = a�b ? !c. The
function is programmed by ensuring the correct connections between the different
transistors. In Fig. 2.2b, the dashed lines show the transistors that are turned off for
isolation. The function is done by the two-input NAND gates formed on the left
and right sides.

Instead of using programmability at the lowest transistor level, a two-input
NAND gate has been used to realize the combinational block, as depicted in
Fig. 2.3 [8]. The expected logic function is formed in the usual way by connecting
the NAND gates together.

The main advantage of using fine grain logic blocks is that these blocks are
fully utilized. This is because the logic synthesis techniques for such blocks are
very similar to those for conventional mask-programmed gate arrays and standard
cells. Then, it is easier to use small logic gates efficiently. The main disadvantage
of these blocks is that they require a large number of wire segments and pro-
grammable switches. Such routing resources are costly in terms of delay and area.
As a result, FPGAs employing fine-grain blocks are in general slower and achieve
lower densities than those employing coarse grain blocks.

In [9], more complex logic blocks are proposed. Figure 2.4a shows that these
blocks are based on the ability of a multiplexer to implement different logic
functions by connecting each of its inputs to a constant or to a signal. Reference
[10] presents a similar solution. Each input of the multiplexer and not just the
select input is driven by an AND gate, as illustrated in Fig. 2.4b.

The alternating inputs to the AND gates are inverted. This allows input signals
to be passed in true or complement form, thus eliminating the need to use extra
logic blocks to perform simple inversions. Multiplexer-based logic blocks have the
advantage of providing a large degree of functionality for a relatively small
number of transistors. This is, however, achieved at the expense of a large number
of inputs (8 in the case of Actel and 20 in the case of QuickLogic), which when
utilized place high demands on the routing resources.

a b c

f

(a) (b) 

Fig. 2.2 Transistor-level programmability for FPGA [7]. a Transistor pair, b Isolation transistors
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• Look-Up Table-based Approach

The other and most used approach is based on LUT. A LUT works thanks to
memories driving the data inputs of the multiplexer. The truth table for a K-input
logic function is stored in a 2K 9 1 SRAM. The address lines of the SRAM function
as inputs and the output of the SRAM provides the value of the logic function. For
example, we consider the logic function f = a�b ? !c. If this logic function is
implemented using a three-input LUT, then the SRAM would have a 1 stored at
address 000, a 0 at 001 and so on, as specified by the truth table. The advantage of
look-up tables is that they exhibit high functionality. A K-input LUT can implement

any function of K-inputs, i.e. 22K
functions. The disadvantage is that they are

unacceptably large for more than about five inputs, since the number of memory cells
needed for a K-input lookup table is 2K. While the number of functions that can be
implemented increases very fast, these additional functions are not commonly used
in logic designs and are difficultly handled by the logic synthesis tools. Hence, it is
often the case that a large LUT will be largely under-utilized.

Most modern FPGAs are composed not of a single LUT, but of groups of LUTs
and registers with some local interconnect between them. A generic view for the
LUT based logic block is shown in Fig. 2.5.
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This CLB has a two-level hierarchy: the overall block is a collection of Basic Logic
Elements (BLEs) [11]. As shown in Fig. 2.6, the BLE consists of a LUT and a register.
Its output can be either the registered or unregistered version of the LUT output.

This is how many commercial FPGAs combine a LUT and a register to create a
structure capable of implementing either combinational or sequential logic. The
complete logic block contains several BLEs and local routing to interconnect
them. Such a generic logic cluster scheme is described by three parameters [11]:
the number of inputs to a LUT (K), the number of BLEs in a cluster (N), the
number of inputs to the cluster for use as inputs by the LUTs (I). It is worth
noticing that not all K�N LUT inputs are accessible from outside the logic cluster.
Instead, only I external inputs are provided to the logic cluster. Multiplexers allow
arbitrary connections of these cluster inputs to the BLE inputs. They also allow the
connection of all the N outputs to each of the BLE inputs. All the N outputs of the
logic cluster can be connected to the FPGA routing for use by other logic clusters.
It is remarkable that each of the BLE inputs can be connected to any of the cluster
inputs or any of the BLE outputs. Logic clusters are therefore internally fully
connected. This is a useful feature, as it simplifies Computer Aided Design (CAD)
tools considerably.

The presented structure is a very generic representation of LUT-based FPGAs.
In fact, logic blocks of FPGAs are more complex, as detailed in the next sub-
chapter.

BLE 

BLE 

N BLEs
I N

Fig. 2.5 Configurable logic
block architecture [11]
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Fig. 2.6 Basic logic element
architecture [11]
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2.1.1.4 Routing Architecture

The routing architecture of an FPGA is the manner in which the programmable
switches and wiring segments are positioned to allow the programmable inter-
connection of the logic blocks.

Several routing architectures exist and come most of the time from results on
the tradeoff between the flexibility of the routing architecture, circuit routability
and density. Commercial routing approaches can be classified into three groups:
row-based connections, island-style connections, and hierarchical scheme.

The row-based routing scheme is close to ASIC standard cells routing [9].
Effectively, logic blocks are organized in rows and a large number of horizontal wires
are placed between the rows. Less vertical wires are used to connect rows to others.

Figure 2.7 depicts more precisely an island-style FPGA. Logic blocs are sur-
rounded by routing channels of pre-fabricated wire segments on all four sides.
A logic block input or output, which is called a pin, can be connected to some or
all of the wiring segments in the channel adjacent to it via a connection block [12]
of programmable switches. At every intersection of a horizontal channel and a
vertical channel, there is a switch block [12]. This is simply a set of programmable
switches that allows some of the wire segments incident to the switch block to be
connected to others. It is worth pointing out that in Fig. 2.7, only a few of the
programmable switches contained by switchboxes are shown. By turning on the
appropriate switches, short wire segments can be connected together to form
longer connections. In the figure, some wire segments continue unbroken through
a switchbox. These longer wires span multiple logic blocks, and are a crucial
feature in commercial FPGAs.

The number of wires contained in a channel is denoted by W. The number of
wires in each channel to which a logic block pin can connect is called the con-
nection block flexibility, or Fc. The number of wires to which each incoming wire
can connect in a switch block is called the switch block flexibility, or Fs.

Inspired from generic programmable logic devices routing schemes, the hier-
archical routing scheme try to use some form of locality to obtain better density
and performance. This hierarchy could be realized with several different inter-
connect schemes, like PAL or island-style. This is the most currently used inter-
connection in FPGAs. For example, considering the structure presented in
Figs. 2.1 and 2.5, we could remark that a full-interconnectivity scheme is used for
CLB, while island-style organization is used for the global FPGA.

2.1.1.5 Architectural Parameterization and Optimum

The programmable switches introduced for routing purpose impact the perfor-
mances. Thus, the FPGA architecture is the results of a trade-off between high
versatility and cost/performance.

The adverse effects of the large size and relatively high parasitic of program-
mable switches can be reduced by careful architectural choices. By choosing the

24 2 Background and Motivation



www.manaraa.com

appropriate granularity and functionality of the logic block, and by designing the
routing architecture to achieve a high degree of routability while minimizing the
number of switches, both density and performance can be optimized. The best
architectural choices, however, are highly dependent on the programming tech-
nology used as well as on the type of designs implemented, so that no unique
architecture is likely to be best suited for all programming technologies and for all
designs.

A complete study of architectural parameterization has been conducted in [11,
13, 14]. These studies assume SRAM based homogeneous FPGAs. The principal
results are summarized in the following.

• Combinational Granularity Impact

As the granularity of a logic block increases, the number of blocks needed to
implement a design should decrease. On the other hand a more functional (larger
granularity) logic block requires more circuitry to implement it, and therefore
occupies more area. This tradeoff suggests the existence of an ‘‘optimal’’ logic
block granularity for which the FPGA area devoted to logic implementation is
minimized. It has been shown in [13] that the most suited LUT size is reached for
K equal to 4.

• Logic Block Sizing

Several interesting sizing results can be taken from [11]. Firstly, the number of
distinct inputs required by a logic cluster grows fairly slowly with cluster size, N.
A cluster of size N requires approximately 2N ? 2 distinct inputs (for N B 20).
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Fig. 2.7 Details on the routing organization in an island-style FPGA [11]
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Secondly, because all the input and output pins of a cluster are logically equivalent,
one can significantly reduce the number of routing tracks to which each logic
cluster pin can connect, Fc, as one increases the cluster size. A good value for
Fc,output, is found with W/N, while Fc,input is somewhat higher. Thirdly, logic clusters
containing between 4 and 10 BLEs all achieve good performance, so any clusters in
this range is a reasonable choice.

• Routing Organization

In [11], simulations have been carried out to study the impact of the routing
structure. It has been shown that the most area-efficient routing structure is one
with completely uniform channel capacities across the entire chip and in both
horizontal and vertical directions. The basic reason is that most circuits ‘‘natu-
rally’’ tend to have routing demands, which are evenly spread across an FPGA.
Furthermore, it has been shown that it is most important for FPGAs to contain
wires of moderate length (4–8 logic blocks) even if commercial FPGAs are using
some very short and some very long wires.

2.1.2 Market Trends

In the previous sub-chapter, we focused on the FPGA architecture and especially
the generic homogeneous island-style architecture. While the island-scheme is
used in most FPGAs, their structures are relatively complex. Indeed, the generic
architecture is useful for understanding and research purpose, but it suffers from
several performance issues in some application classes. Thus, several improve-
ments have been proposed for modern commercial FPGA. The circuits are
enhanced in many ways.

2.1.2.1 Increase of the CLBs Complexity

In order to increase the logic block functionality, the structure has been customized
and new features have been added. The logic block of a modern Xilinx Virtex-6
FPGA is shown in Fig. 2.8.

The block is still organized around LUTs and FFs. These elements give the
combinational and sequential ability. The first novelty is the fractional behavior of
the LUT. A large LUT is useful to realize a large and complex combinational
function. However, this situation is not frequent. Instead of wasting a large amount
of logic resources when the LUT implements a small function, it is possible to split
it into two independent smaller LUTs. It is then possible to optimize the logic
fabric to the application, during the synthesis and packing operations.

Within the CLB, extra circuitries have been added to address specific func-
tionalities. We can point out in particular notice the carry lines, the SRAM
decoders and the shift-register.
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The carry lines extend through several LBs, in order to implement logic multipliers
efficiently. Effectively, the specific track avoid to implement the carry through the
global interconnect. Since global interconnect must be routed, delays for carry will be
unknown and in any case larger than with the specific track. This allows significant
increase in the performance of such a block without costing too many resources.

The use of FPGAs keeps increasing to implement complex SoCs. Thus, the
requirement in terms of embedded memories is growing. LBs embed a large
amount of SRAM memories for the LUT configuration. It is then of high interest to
give the possibility to use them directly as standalone memories. In this config-
uration, the LUTs multiplexers are used as the address decoders, and a specific
extra circuitry deals with the read management of the read/write control signals.

Finally, shift register behavior is also achievable, thanks to a dedicated module.
Indeed, SRAMs can be cascaded and the writing is driven by a shifting register
clock signal. This is obviously precious for specific applications.

2.1.2.2 Transition from Homogeneity to Heterogeneity

Associated with the complexity and diversity trends of the CLB architectures, the
FPGA scheme tends to add more dedicated blocks and to heterogenize its struc-
ture. Indeed, the homogeneous FPGA is known to be slow and area costly for
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Fig. 2.8 Virtex-6 logic block
[15]
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mathematical computation or floating point arithmetic. Hence, vendors have added
dedicated co-processing logic units. These units are distributed through the logic
grid. Figure 2.9 depicts the internal organization of a commercial Xilinx Spartant-
3A FPGA. It is then possible to find multiplier for Digital Signal Processing (DSP)
blocks or Multiplier–Accumulator (MAC) units, specific blocks for complex
clocking domain generation or even USB controller, Ethernet controller for
communications.

Furthermore, requirements on memories are wide in current applications.
FPGAs then integrate dedicated standalone RAM blocks directly reachable by the
routing part. This allows the creation of complex SoC and the efficient instantia-
tion of soft microprocessors on the structure.

2.1.2.3 Non-Volatility Features

In high production FPGAs, the configuration is stored by SRAM memories. These
memories are found distributed through the entire circuits to store the information
as close as possible to the data path logic. SRAMs circuits use the same integration
process than the other logic parts. Thus, they are the simplest solution to imple-
ment distributed configuration logic. Nevertheless, they suffer from their large size
and, in particular from their volatile behavior.

Due to the volatility, the configuration must be reloaded into the FPGA circuits
at each power-up. This obviously leads to a large loss of efficiency in terms of
delay and power consumption. Furthermore, a non-volatile storage is still required
outside of the chip. In current circuits, standalone flash memories are used to store
the configuration bitstream, and specific programming circuits have in charge the
programming sequence. This is highly area and power consuming. Then, it appears
suited to use on-chip non-volatile memories directly.
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Fig. 2.9 Xilinx Spartan-3A architecture organization [16]
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• Flash-based Approach

The current dominant non-volatile memory technology is the flash technology.
Flash requires several technological steps in addition to CMOS. To take into
account the complexity of flash/CMOS co-integration, the simpler solution is to
co-integrate in the same package or directly on the same die the SRAM FPGA and
its configuration flash memory. This solution is used in [16]. Such integration
decreases the extra-chip requirements. Nevertheless, the most important hurdles
still exist. Information is still duplicated in the flash and in the FPGA’s SRAMs.
This means that power consumption remains the same with a large wasted power
in the distributed RAMs and a long power up time.

Thus, solutions have been envisaged to distribute the non-volatile memories
through the logic grid. Flash based solution is proposed in [17–20], while
emerging solutions are shown in [21].

In [17], co-integration of flash and MOS transistors yield in a compact con-
figuration memory nodes. The structure uses a non-volatile pull-up (pull-down
respectively) network and resistive pull-down (pull-up respectively) network. This
voltage divider arrangement allows the storage of the configuration and the drive
of logic gates. This enables the fabrication of a non-volatile base LUT, as intro-
duced in [18]. Complex co-integration permits to create compact non-volatile
switches for FPGAs. In fact, flash transistor could be seen as a programmable
switch. The programming of a flash transistor needs specific voltages and
circuitries. Traditionally, these circuits would be introduced into the data path. In
[19, 20], a simple circuit composed of two flash transistors is presented (Fig. 2.10).
The particularity is that the floating gate is shared in order to connect a dedicated
programming transistor with the data path one. This is of high interest for logic
compactness, and distinct separation between programming and logic path.

• Magnetic Memory-based Approach

In [21], magnetic RAMs are used instead of flash. Indeed, emerging resistive
memories are expected to reduce the production costs of the circuits. Resistive
memories could be integrated after the back-end process. This means that the
resistive devices are realized only after the costly CMOS process. This is obvi-
ously interesting for cost reduction and process simplification. Figure 2.11 depicts
the circuit that is used to store the information. The circuit is unbalanced flip-flop.
Two magnetic tunnel junction memories store complementary data that are used to

Data
path

Programming
path

Fig. 2.10 Schematic of a
merged programming-data
path floating gate transistor
[20]
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start the flip-flop in a good configuration at power up. The programming of the
magnetic memories is in charge of special writing lines. The magnetic memories
are placed above the IC as explained in [21]. Nevertheless, we should remark that
this solution is area consuming due to the presence of front-end transistors in
addition to the size of the back-end memories.

2.1.3 Limitations of FPGAs

Figure 2.12 presents the area/delay/power breakdown of the various components
of a baseline Xilinx Virtex island style FPGA.

The impact of area of each FPGA part has been objectively studied in [22]. This
evaluation has been realized with a precise methodology using a stick diagram of
the implemented circuits, instead of using a simpler minimum-width equivalent
size transistor count. It is worth noticing that the configuration memories occupy
roughly half of the area in both the logic blocks and the routing resources. The
logic blocks occupy only 22% of the whole area including its own configuration
memory. Only 14% is then used for actual computation.

In addition to consuming most of the die area, programmable routing also
contributes significantly to the total path delay in FPGAs. In [23, 24], interconnect
delays are estimated and found to account for roughly 80% of the total path delay.
Programmable routing also contributes to the high power consumption of FPGAs.
This problem has recently become a significant impediment to the FPGA adoption
in many applications. The power consumption measurements of some commercial
FPGAs have shown that programmable routing contributes more than 60% of the
total dynamic power consumption [25–27]. As a result of these performance
degradations, FPGA performance is significantly worse in terms of logic density,
delay, and power than cell-based implementations. Finally, it is commonly
admitted that FPGAs are more than ten times less efficient in logic density, three
times larger in delay, and 3 times higher in total power consumption than cell-
based implementations [28].
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Fig. 2.11 Magnetic tunnel
junction unbalanced flip flop
[21]
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2.2 Emerging Reconfigurable Architectures Overview

While we expect that reconfigurable architecture represent the future of compu-
tation architectures, we will assess the ways in which emerging devices could
improve or even break the current FPGA model. This represents a difficult chal-
lenge because in many cases, circuit-level models and/or architecture-level models
for these devices and their interconnect systems either do not exist or they are very
primitive. Moreover, the applications under considerations for these new devices
can take many forms; i.e.

• as a drop-in replacement for CMOS,
• as additional devices that complement and coexist with CMOS devices, or
• as devices whose unusual properties can provide unique functionality for

selected information processing applications.

The ITRS—Emerging Research Devices [29] and especially the Emerging
Research Architectures section aims to identify possible applications for emerging
logic and memory devices. Two main families of architectures are defined: the
morphic architectures and the heterogeneous architectures. We will survey the
principal architectures that have been devised for computing at the nanoscale.

2.2.1 Morphic Approach

As indicated by the etymology, the morphic approach aims to develop architec-
tures that are inspired from other systems. They are often inspired from biology as
far as biological systems are highly efficient due to very limited power con-
sumption and high system reliability. In this class of application, neural networks
immediately spring to mind. An Artificial Neural Network (ANN) is a model
inspired by the human brain [30]. Its goal is to reproduce some properties found in
the biological organ. Globally, ANNs are used in the following applications which
benefit from its properties related to memories and/or learning: sorting, associative
memories, compression… The conventional implementation of neural networks is
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Fig. 2.12 Field programmable gate arrays area/delay/power repartition per block [22]
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based on analog neuron and a digital control of the interconnectivity and edge
weighting [31]. Such an implementation is far from the biologically inspired
models. On the contrary, some implementations copy to emulate the behaviour and
the structure of complex biological neural systems [32, 33]. They are called
neuromorphics. Emerging devices are in this topic highly adapted for the hardware
realization. In particular, [34] proposes to create reconfigurable hybrid CMOS/
nanodevice circuits, called CMOL. In such a circuit, a CMOS subsystem with
relatively large silicon transistors is used for signal restoration, long-range com-
munications, input/output functions, and testing/bootstrapping. An add-on nano-
wire crossbar with simple two terminal nanodevices at each cross-point provides
most of information storage and short-range communications.

The emergence of new devices and integration paradigms will certainly lead to
several improvements of neuromorphic circuits. In this book, we are focusing on
standard computation paradigms. Thus, we will consider that architectures suited
for morphic applications are outside of our scope.

2.2.2 Heterogeneous Approach

Emerging technologies are expected to supersede CMOS in terms of functionality
and performance metrics. Nevertheless, the transition to a new disruptive tech-
nology will not occur abruptly. In the near future, it seems reasonable to consider
that standard CMOS circuits will be improved by new technologies. Two different
means of improvement can be pointed out: the improvements coming from the
increase of the device functionality (i.e. the use of devices with more functionality
in the same area) and an improvement coming from the increase of integration
density (i.e. more devices in the same area).

2.2.2.1 Regular Architectures

Mono-dimensional devices improve the performance of transistors channel.
Nevertheless, the ultra-scaled dimensions represent a real challenge for the inte-
gration of complex circuits. In particular, photolithography unreliability requires
the use of high regularity. Regularity can be envisaged at the transistor level. The
use of micro-regularity is of high interest to reduce the size of the circuits dras-
tically. Furthermore, regularity is compatible with bottom-up fabrication tech-
niques. These techniques open the way towards complex arrangements at the
nano-scale and lead to the emergence of crossbar circuits. A crossbar is defined by
the regular arrangement of devices in the array. This leads to the most integrated
structures achievable by the technology.

The first crossbars realized from emerging devices were proposed in [35–37].
The basic function that those circuits are implementing is information storage.
Subsequently, the use of dense crossbars computational units has been conceptually
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proposed in [38–40]. More precisely, such computation fabrics are based on
semiconducting Silicon NanoWires (SiNWs) organized in a crossbar fashion.
Active devices are formed at the cross-points. In [41], a Programmable Logic Array
is proposed. The cross-points are realized by molecular switches. The switches can
be programmed in order to perform either signal routing or wired-OR logic func-
tion. The structure is arranged in several sub-crossbars and presented in Fig. 2.13.

The input of the structure is a decoder interface between the micro/nano worlds.
The decoder is used to address every nanowire independently of the others. The
decoder design assumes that the nanowires are differentiated by a given doping
profile [42]. The output of the crossbar is routed to a second crossbar. The signals
can be inverted by gating the nanowires carrying the signals. A cascade of these
two planes is equivalent to a NOR plane. It is worth noting that, due to diode logic,
a logic restoration stage is required. Indeed, a more than unity gain is required to
ensure a good cascade. At the end, the structure is duplicated many times and
several stages are connected to each other in order to perform complex logic
functions.

Instead of using diode logic, [43] uses FETs realized at the cross-points. While
the previous approach implements a reconfigurable PLA circuit, this technology
based on FETs address specific application-driven designs. Within this organiza-
tion, a Nanoscale Application Specific Integrated Circuit (NASIC) is introduced in
[44]. A NASIC tile consists of basic circuits such as adders, multiplexers and flip-
flops. Circuits are realized using a dynamic logic style. Two clock transistors are
placed between the power lines and a stack of transistors, which realize the logic
function. It is possible to implement a standard AND/OR functions and their
inverted counterparts. The implementation of the different logic functions is
depicted in Fig. 2.14.
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Fig. 2.13 NanoPLA architecture [41]
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From this logic organization, two-plane are cascaded (AND/OR, NAND/
NAND…). Figure 2.15 depicts the complete NASIC tile. A first set of AND logic
functions is realized in the horizontal direction. Nano-scale wires are connected to
micro-scale power lines and to the other blocks that are surrounding the crossbar
core. The second horizontal AND functions are driving transistors into the vertical
orientation. The vertical line set implements OR functions. As a complete illus-
tration, the circuit, presented in Fig. 2.15, implements a 1-bit full adder.

The doping of nano-grid strips, the size of the NASIC tiles, the use of certain
nano-scale (i.e. sub-lithographic) wires as interconnect between tiles and the
micro-level interconnects are chosen in an application/architecture-domain
specific manner. These aspects determine a NASIC fabric and are the key differ-
entiators between PLA type of nanoscale designs [41] and NASICs.

The most sensitive issue in these crossbar proposals remains the fabrication
assessments. In fact, realization of 1D structures and their alignment over long
distance with a good aspect ratio is extremely difficult to perform.

Several works have been published in order to assess the technological credi-
bility of the structure [45]. Recently, a simple programmable crossbar-based
processor has been fabricated. In [46], the authors have demonstrated a pro-
grammable and scalable architecture based on a unit logic tile consisting of two
interconnected, programmable, non-volatile nanowire transistor arrays. The tran-
sistor structure is depicted in Fig. 2.16. S, D and G correspond to source, drain and
gate, respectively. On left, the hole concentration in a p-type Ge/Si NanoWire
Field Effect Transistor (NWFET) for two charge-trapping states is presented. This
charge accumulation is in charge of the hysteresis behavior of the conductance.

Hence, each NWFET node in an array can be programmed to act as an active or
an inactive transistor state. This is done by charge trapping into the floating layer.
By mapping different active-node patterns into the array, combinational and
sequential logic functions including full adder, full substractor, multiplexer,
demultiplexer and D-latch can be realized with the same programmable tile.
Cascading this unit logic tile into linear or tree-like interconnected arrays is
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Fig. 2.14 Dynamic logic implementation of AND, NAND, OR and NOR functions [44]
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possible given the demonstrated gain and matched input–output voltage levels of
NWFET devices. This provides a promising bottom-up strategy for developing
increasingly complex nanoprocessors with heterogeneous building blocks.

2.2.2.2 Enhanced Reconfigurable Architectures

In the previous part, emerging devices have been used to realize crossbar circuits.
In fact, 1D structures have been mainly envisaged to create dense interconnection
networks or dense substrates to build active devices at the nanoscale. Nevertheless,
some 1D materials could be used efficiently to obtain new functionalities at the
device level. For example, Carbon NanoTubes Field Effect Transistor (CNFET)
exhibits an ambipolarity property [47]. This means that the same device could be
controlled between n- or p-type, only thanks to the voltage applied to back-gate
electrode. This property of CNTs is an opportunity that does not exist in CMOS
technology. In [48–50], the benefit on logic circuit design is assessed.
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Fig. 2.15 NASIC structure (implementing a 1-bit adder) [44]
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Fig. 2.16 Structure of a programmable NWFET [46]
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In [48, 49], the main novelty is to leverage the ability of performing logic
operations between the signals feeding both gates of ambipolar CNFETs. The
design with such operations is demonstrated in a set of static logic families
including combinations of transmission-gate/pass-transistor on the one hand and
complementary/pseudo logic on the other hand. This yields to a natural, simple
and efficient implementation of the XOR function in ambipolar CNT technology
with almost no cost, as shown in Fig. 2.17. The basics of the proposition are to
configure the polarity of the input signal. The polarity choice is obviously used by
the configuration voltage and the transistor type.

2.2.3 Global Comparisons and Discussions

In order to compare the different architectures presented above, we will use five
global comparison metrics: the area, the performance, the power consumption, the
technological maturity and the fault tolerance ability. Table 1 presents the global
results.

It is worth noting that a solution based on sublithographic nanowires seems to
increase drastically the area of the final circuits. This seems obvious considering
that the integration density of the elementary devices is enhanced. Nevertheless,
these solutions are quite worse in terms of other metrics. In fact, NW-based
solutions require the use of complex clocking signals to restore the logic levels.
This means that a large part of performance and power are waster only for the
periphery. In this context of intense power consumption, it is remarkable that
carbon electronics is promising due to the good intrinsic properties of the devices.
Thanks to carbon technology, it is possible to build architectural solutions that are
globally efficient in all the proposed metrics, even in terms of fault tolerance and
reliability. Carbon electronics have been widely studied, to enhance the reliability
of the fabrication processes, and to provide complete methodologies for robust
designs [51, 52]. Finally, we should consider that morphic approach provides
naturally a high robustness. Effectively, these approaches are implementing neural
networks. This computation scheme is well known for its versatility and perfor-
mance regarding faulty tolerance.

VddVdd
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A 
B 

B B 
A 
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Fig. 2.17 XOR function
example built with four
ambipolar transistors [49]
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2.3 Architectural Formalization and Template

In this book, a fast and global evaluation methodology is presented and used to
evaluate technologies from an architectural perspective. The proposed method
requires the definition of a generic architectural template. From the existing state-
of-the-art, it is possible to extract some global comments, regarding the design
strategy and methodology.

2.3.1 Global Statement

Several works have been conducted on the fabrication technology process, reli-
ability, circuit design, architectural definition and associated tools. Design with
emerging technologies suffers from several unknown parameters. It is challenging
to evaluate the expected performance of a whole circuit. Only a few works actually
merge more than two aspects. Nevertheless, it is desirable to evaluate the poten-
tiality of the technology within a complete architecture. The term complete covers
the questions regarding the technological credibility of assumptions, the design of
the computation part itself, the design of all the peripheral circuitries and the
associated methodologies. This is required addressing all the previously defined
aspects. As an illustration, the design of a compact logic gate does not make sense
if the gate is not robust enough or requires significant additional circuitry.

Along the same lines, it is worth highlighting that the work on global archi-
tectures is often completely uncorrelated from the technological assumptions. This
is standard architecture design with mature CMOS process. In the case of an
advanced process, it is hard to handle the design of architecture without credible
technological assumptions. As an example, while the use of bottom-up aligned
SiNW is credible, it is difficult to imagine the wires aligned over several
micrometers at only a pitch of some nanometers. This will leads to an angle
deviation less than 10-5 degrees and is hard to handle today, as well in the near
future. This makes that the architecture study must not be done under unrealistic
assumptions, to ensure its credibility.

Table 1 State-of-art architecture global metrics comparisons

Reference
publications

Area Performances Power
consumption

Maturity Fault
tolerance

CMOL [34] + + + --- + ? +
NanoFabric [38, 39] + + - - - -

NanoPLA [41] + + - - - -

NASIC [43] + + + - - -

DG-CNFET [49] + + + + - +
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Finally, while it is recognized that variability and technological issues will
increase drastically in the future, only a few works actually consider the questions
of reliability. Conventional robustness techniques could be used, such as defect
avoidance [53], error correction coding [54], or redundancy. Generally, unreli-
ability in systems is overcome by duplicating the unreliable resource. Such spare
circuits will then be used as a replacement part if the primary circuits are defective.
However, a robust design approach is preferred to increase the reliability of a
circuit early in the design [51, 52]. This allows to directly correct the misperfor-
mance at the level where it occurs, instead of a much higher level. Indeed, the
correction will have a much larger and detrimental impact on the whole circuit if it
is performed far from the origin of the issue. Even if the question of reliability
must be tackled in future systems, we consider this specific point as out of the
scope of this book.

To avoid this lack in methodology, it appears interesting to address the question
of the architecture globally. Nevertheless, it is of course, not possible to handle it
directly, due to the complexity of the design. Indeed, the problem concerns the
handling of a complex mix between gates that leads to computational units,
memories and routing with so many unknown parameters. In this book, we will use
a generic template for reconfigurable architecture in order to organize the contri-
butions into a hierarchy. The template will be presented in the following. Each layer
will then be studied and optimized independently. A correct hierarchy organization
ensures that the levels will not impact the others as long as interface requirements
remain the same. The optimization of specific parts will be examined in the fol-
lowing chapters. Finally, even if a layer is improved in terms of area or function-
ality, it is important to assess the impact on the architectural level. Thus, it will be
necessary to define a benchmarking tool which is compatible with our architectural
template, and which is able to implement much different architecture for each layer.
This will allow exploring the architectural design space and permitting fast track
optimization for the designs. This will be presented in the following.

2.3.2 Generic Architectural Template

In this book, we are focusing on reconfigurable architectures and the enhancement
that could come from emerging technologies.

Reconfigurable architectures such as FPGAs are highly versatile and adaptive in
terms of target application. They use regular architecture, with several blocks that are
replicated through the circuit. We have previously seen that the FPGA structure is
organized hierarchically, which seems a sound approach to manage the large amount
of replicated blocks. In this context, it is difficult to see where emerging technologies
will be useful to improve the performance of the structure. Furthermore, the FPGA
structure has been designed for CMOS-based LUT logic. The structure is optimal for
this application, but we could expect that the structure will not be the same in the case
of emerging technology. Thus, it is of great interest to propose an architectural
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template based on a hierarchical organization of configurable and routing blocks, and
to generalize each hierarchical level to its global behaviour as well.

The generic template is shown in Fig. 2.18. The template is organized into four
levels of hierarchy: the Gate level, the Fine Grain Logic level, the Local Routing
and the System-Global Routing level.

The Gate level corresponds to the elementary gates that are used to perform the
computation. By computation is meant the combinational and the sequential
operations. Computation in FPGAs is generally realized by LUTs, but it also could
be, as we have seen in the literature review, custom logic from the simple tran-
sistor to the bigger logic function.

The Fine Grain Logic corresponds to the smaller autonomous block that could
perform both combinational and sequential logic. We consider also at this level all
the configuration memories that are used to program the structure. These memories
give the fully programmable functionality of the block. In the FPGA scheme, this
level corresponds to the BLE, i.e. a LUT which is used to perform a fine grain
operation. The LUT output is routed to a latch but also directly to an output
multiplexer, which is in charge of the path selection between the latches and the
unlatched version of the signal.

The Local Routing level aims to provide an arrangement of Fine Grain Logic
and to provide it with a local connectivity pattern. Generally, this connectivity
patter is full and aims to provide a large kind of programmable paths at the lower
level. This allows a huge simplification of the packing tools. In the FPGA scheme,
this level corresponds to the CLB. Indeed, an assembly of BLEs are fully inter-
connected by a multiplexer based interconnect. Thus, it is possible to realize with
such a block a coarser function with large synthesis simplicity.

At the final System-Global Routing level, the circuit is organized with a macro-
regularity. Logic blocks defined at the previous level are regularly arranged and
interconnected. The organization is generally an island-style scheme and the
interconnect resources handle the resource limited interconnection pattern. This
means that each logic blocks could be interconnected to others, but it is not
possible to realize all the connections at the same time. In the FPGA scheme, we
can also find the CLBs surrounded by the programmable interconnect. Several
other interconnect patterns can be found with for example a local connection set
between the logic blocks, such as those defined in [38].

This generic template represents a real opportunity for design exploration.
Indeed, the denomination of a very generic template helps in enlarging each level.
In fact, it allows extension of both technologies and architectures of each level,

Gate 

Fine Grain Logic 

Local Routing 

Fig. 2.18 Layered
organization of the generic
template architecture
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while keeping the others layer unchanged. This allows each layer to be studied
independently, while the assumptions on all the other parts remain unchanged and
greatly stimulate the development of original contributions.

2.4 Conclusion and Work Position

In this chapter, we surveyed the state-of-the-art regarding reconfigurable archi-
tectures. The FPGA structure is the traditional reconfigurable architecture. The
basement of the original FPGA is the hierarchic and homogeneous arrangement of
logic blocks. The architecture suffers from the programming circuit in area. Indeed,
the computation part of the FPGA structure occupies only a small amount of area,
conversely to routing structures. Today, the structure evolutes to heterogeneity.
Thus, it will reach new application classes and improve the computation/routing
ratio. The heterogeneity is found at design level. Adjunction of several specific
logic blocks such as memory blocks and DSPs allows increasing the versatility and
the computation performance. Also found at the technology level, heterogeneity
leads to the use of flash/MOS co-integration to non-volatile store the configuration.

The standard architecture is optimized for CMOS. Emerging technologies could
leads to new architectural paradigms for reconfigurable computation. Emerging
reconfigurable architectures have been previously envisaged through two
approaches: the use of density-increased devices (i.e. ultra-scale devices) and the
use of functionality-enhanced devices (i.e. devices with new highly functionality
within the same area). Globally, the use of emerging technology leads to the
improvement of performance compared to CMOS structures. Nevertheless, their
immaturity and the technological hurdles make these solutions prospective.

In this book, we will use the emerging technologies to improve the standard
FPGA approach. Two approaches will be used. We will first focus on the
improvement of peripheral circuitries, i.e. memories and routing resources (Chap. 3).
These peripheral circuits are expected to improve the standard FPGA scheme by
their direct use within the routing resources (Chap. 4). Then, we will break the logic
block paradigms (Chap. 5) and propose a new seed for architectural organization
(Chap. 6). In addition, we will have in mind two requirements: the proposition of a
credible fabrication process and the architectural compatibility with existing
FPGAs.
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Chapter 3
Innovative Structures for Routing
and Configuration

Abstract The goal of this chapter is to illustrate how emerging technologies can
help to improve performance metrics of conventional Field-Programmable Gate
Arrays structures. It is widely recognized that in traditional FPGAs, both the
memory and the routing circuitry (with 43% of area for each contribution)
represent the principal bottleneck to scaling and performance increase. In this
context, we investigated 3D integration techniques for passive and active devices.
The technologies surveyed will be a resistive memory technology, monolithic 3D
integration and a vertical 1D transistor technology.

In the previous chapter, we have seen that most area and performance metrics of
modern Field Programmable Gate Array are limited by configurable interconnect
and configuration memories. In this chapter, we will see how emerging technol-
ogies might be used to improve these two aspects. 3D integration techniques will
be surveyed. We will first discuss the exact context, in order to define the
objectives of the designed blocks in a clear way. The various technologies sur-
veyed are a resistive memory technology, monolithic 3D integration and a vertical
1D transistor technology. Each technology will be addressed with the following
organization. After a brief literature review, we will describe the technology
assumptions. Then, novel logic blocks will be presented and characterized.

3.1 Context and Objectives

3.1.1 Context Position

In Sect. 2.1.3, the distribution of the area occupation between logic, memory and
routing resources within an FPGA has been described. It shows that almost 45% of
the silicon area is used only for the configuration memories, while the routing
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resources occupy 78% of the total area. In this chapter, we will address these two
specific parts of the FPGA: memory and the routing resources.

The requirement for storage in an FPGA could be considered at several levels.
This distribution means that designers face various constraints. Table 3.1 shows a
study on memory requirements in an FPGA and gives an overview of associated
constraints. We consider three different types of storage: high speed-data storage
(fast flip-flops in the BLEs); configuration memories for logic (LUTs) and routing
(Connection boxes and Switchboxes); and standalone Random Access Memories
(Dedicated RAM Blocks). We focus on configuration memories (LUTs, CBs and
SBs). These memories represent the biggest part of the FPGA area and share the
same properties. They are distributed throughout the logic circuit and are pro-
grammed only a small amount of time. Traditionally, they are realized by SRAM
circuits. SRAMs ensure a technical homogeneity between the logic and the con-
figuration part.

Nevertheless, SRAM memories are power- and area-consuming, as well as
volatile circuits. This means that the configuration must be loaded at each power-
up, wasting time and power. Several circuits proposed the use of flash memories to
create a non-volatile configuration [2]. However, the flash technology has a long
programming time, and requires process co-integration. Indeed, floating-gate
transistor processes require more steps than high-performance CMOS processes.
This obviously incurs extra fabrication costs and technical difficulties. Such a non-
volatile technology is thus adapted only to niche applications. Hence, the tech-
nology of configuration memories should be improved by using low-cost and
non-volatile technologies.

Furthermore, the largest part of the configuration memories are used to con-
figure the routing circuits (82% of the memory area). The reconfigurable inter-
connect alone occupies 45% of the area and introduces many active devices within
the data paths. These devices impact directly the performance metrics of the
structure, by increasing the critical path delay of the reconfigurable architecture.
Thus, it is of great interest to consider the problem of ‘‘routing’’ in a global way by
addressing the question of memory and the question of active configured devices at
the same time. Hence, while memory and routing could be addressed separately, it
is reasonable to work on both sides try to compact this entire periphery.

Table 3.1 Specification estimation wrt. memory distribution through an FPGA (extracted from
Xilinx Virtex6 architecture [1])

Registers LUTs Connection boxes Switchboxes Memory blocks

Read operations 108 s-1 108 s-1 10 10 107 s-1

Write operations 108 s-1 10 10 10 107 s-1

Number 1 9 106 30.3 9 106 20 9 106 20 9 106 38 9 106

Distribution Even distribution throughout the architecture (fine-grain
blocks)

Standalone blocks
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3.1.2 Objectives

In this chapter, we will propose the use of 3D techniques, to place devices in the
back-end layers. Three different technologies will be surveyed. The difference
resides in the type of device that is placed in the back-end.

Firstly, Phase-Change Memories (PCM) will be used to embed a passive
resistive memory above the IC. Such a device is non-volatile and technologically
compatible (i.e. indicating homogeneous integration) with the CMOS technolog-
ical process. Hence, we will propose an elementary memory node, able to store a
configuration in the resistive state of the memory and to provide it intrinsically to a
logic gate. The storage of a configuration for a resistive memory is quite obvious.
Nevertheless, such a technology is of high interest due to the low on-resistance
characteristic of the memory. This makes it possible to directly use a memory as a
high-performance switch and to embed it directly within the logic data paths. We
will thus propose a switchbox circuit that uses simple resistive elements to replace
SRAMs and routing pass gates. All these circuits will be compared to their ele-
mentary CMOS FPGA counterparts.

Secondly, we will use monolithic 3D integration technology to stack active
devices with a high via density. Such a process allows the stacking of 2D active
devices. We propose to split the configuration memories and the data path transistors.
This allows technological improvement of both classes of circuit. We suggest a
complete integration of simple FPGA blocks, such as configuration memory, LUT
and pass-gates, down to the layout level. In this way, we can provide a performance
evaluation of elementary nodes with regards to standard CMOS FPGAs.

The previous technology proposes an integration of devices in a 3D manner.
Nevertheless, only 2D devices are stacked. We therefore propose an integration
process, which aims to realize a transistor (channel) in the vertical direction.
A vertical NanoWire Field Effect Transistor process allows a vertical orientation
of the active part of the transistor. It is then envisaged that several routing cir-
cuitries (such as programmable vias and signal buffers) can be embedded in the
back-end layer. In order to evaluate the performance metrics of the technology and
compare it to that of CMOS, we present a methodology based on TCAD simu-
lations. TCAD will be used to model the elementary device, and electrical sim-
ulations of simple circuits will be performed.

Finally, we will draw a global comparison between the technologies and extract
some overall conclusions.

3.2 On the Use of Resistive Memory Technologies

While Static Random Access Memories, Dynamic Random Access Memories
(DRAMs) and Flash memories are predominant in microelectronics systems,
thanks to their CMOS process compatibility, a large number of new memory
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devices have been highlighted by the International Technology Roadmap for
Semiconductors [3]. These memories are generally based on new physical
phenomena to retain the information and lift roadblocks to high density integra-
tion. In this sub-chapter, we will focus on non-volatile resistive memories.

3.2.1 Introduction

Next-generation Non-Volatile Memory (NVM) has attracted extensive attention
due to conventional memories approaching their scaling limits. Several types of
NVMs, such as ferroelectric random access memory, magnetic random access
memory, and Resistive Random Access Memory (ReRAM), are being investi-
gated. Among various NVMs, ReRAMs are typically composed of a simple
metal-switching element-metal structure, which has the merits of low power
consumption, high-speed operation, high-density integration and CMOS process
compatibility.

Resistive memories, which can see their resistance vary depending on the
applied voltage, were intensively studied from the 1960s to early 1980s for device
applications [4]. Several materials can be envisaged to execute this desired
functionality. The type of material determines the physical phenomena that are
used in the resistive change. For example, chalcogenide materials, semiconductors,
various kinds of oxides and nitrides, and even organic materials were found to
have resistive memory properties. Hence, the architecture will depend to a large
extent on the technology. We can classify the technologies into two main families:
Oxide Memories (OxM) and Phase-Change Memories.

Oxide memory state change is accomplished by the creation or the destruction
of a conductive bridge through an oxide layer. This property is due to different
physical phenomena, which depend on the material. The conduction forming
mechanism is still not fully understood, and is currently under investigation. The
structure is composed of a changeable resistance material sandwiched between two
terminal electrodes. Resistance change can be achieved by controlling the current
or voltage pulse applied to the electrodes, and the resistance state remains stable
without being refreshed. To date, a number of different switching characteristics
have been observed in a variety of material systems; including NiO2 [5, 6], TiO2

[7], HfO2 [8], WOx [9], CuOx [10], TaOx [11]. In fact, it has become well
understood that a number of combinations of an oxide with metal electrodes can
exhibit some kind of resistance switching behavior.

Phase-Change Memories are, as the name indicates, based on a material having
two different stable physical phases leading to two different resistances. As with
OxM, several materials might be used such as GeSbTe [12], GeTe [13], GeTeC
[14]. The PCMs are considered today to be one of the most promising candidates
for the next generation of non-volatile memory applications [15]. The interest in
PCMs is due to various advantages, including: better scalability (down to a few
nanometers) [16], faster programming time (of the order of few nanoseconds) [17]
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and improved endurance (up to 109 programming cycles) [18]. Some prototypes
(such as a 60-nm 512-Mb [19] and a 45-nm 1-Gb [18] PCM technology) have been
presented recently to showcase the viability of high-density standalone memories
based on PCM technology from an industrial point of view. The PCM technology
achieves the maturity required for large applications. We will focus on this
technology. Nevertheless, it is worth pointing out that this work can be generalized
to any other resistive memory technology.

3.2.2 Phase Change Memory Properties and Technological
Assumptions

3.2.2.1 Physical Phenomena

A PCM device is based on the electrothermal-induced reversible phase transition
of a chalcogenide alloy between an amorphous insulating state (RESET) and a
polycrystalline conductive state (SET). The polycrystalline phase is inherently
stable, as it is the lowest possible energy state of the system. On the other hand,
retention instability affects the amorphous phase through two physical phenomena:
spontaneous crystallization and low-field conductivity drift [20]. Recently, many
efforts have been made in order to achieve a better understanding of the physical
mechanisms which govern the behaviour of amorphous chalcogenides integrated
in PCM cells [21–24]. Chalcogenide alloys are semiconducting glasses made by
elements of the VI group of the periodic table, such as sulphur, selenium and
tellurium. The best-known and most widely used chalcogenide alloy is Ge2Sb2Te5

(GST). GST can guarantee stability of programmed amorphous bits for more than
10 years at 85�C [25]. While this can be considered to be sufficient for consumer
applications, many efforts are today devoted to the development of new chalco-
genide materials to improve the high-temperature reliability of PCM technologies
in order to address the embedded memory market as well. Recent findings show
that GeTe thin films demonstrate a higher crystallization temperature than GST
[12], as well as superior data retention performances when integrated in memory
cells [13]. Furthermore, it is known that the crystallization process is affected by
the presence of foreign atoms in the material. For example it has been demon-
strated that the Nitrogen doping of GST dramatically increases the stability of
amorphous phase [26, 27].

Indeed, by means of a careful control of Joule heating through the cell, it is
possible to electrically switch the chalcogenide layer between its two stable
configurations, i.e. the high-conductive polycrystalline state and a low-conductive
amorphous one, as shown in Fig. 3.1. A sufficiently high voltage pulses heat into
the Phase-Change (PC) layer above the melting temperature of the material (Tm).
A rapid quench follows and part of the chalcogenide alloy (depicted as an oval in
the PC layer) is stuck in the amorphous phase. The resulting memory cell is in a
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high resistance state (Fig. 3.1a). A lower but longer pulse is used to crystallize the
amorphous region of the PC layer in order to achieve a low resistance memory cell
(Fig. 3.1b).

3.2.2.2 Technological Assumptions

PCM technology is CMOS-compatible. As in Flash-NOR arrays, each mem-
ory cell includes a storage phase-change node and a selector transistor in series
(i.e. 1-resistor-1-transistor configuration). The memory element may be fabricated
either just after the Si contact forming step at the Front-End-Of-Line (FEOL) level
or after the first steps of interconnections at the Back-End-Of-Line (BEOL) level,
(e.g. on top of the Metal 0 or Metal 1 interconnect level) [28]. A schematic cross-
section of the storage element architecture is shown in Fig. 3.2. The PCM device,
formed of a PC layer with Bottom (BEC) and Top (TEC) Electrode Contacts, is
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TEC

PCBEC

Voltage, Temperature [a.u.] 

Voltage, Temperature [a.u.] 

time [a.u.] 

time [a.u.] 
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(b) 

Fig. 3.1 Schematic of PCM
device in Logic 0 (named
RESET) and Logic 1 (named
SET) configurations and of
the programming pulses
suitable to obtain the states

M0 Gnd

M1
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PC
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PCM 

Fig. 3.2 Cross sectional
schematic showing a PCM
device integration
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integrated between M0 and M1 interconnection level in the back-end-of-line. The
MOSFET selector (bottom) is fabricated in the front-end-of-line. This figure
depicts a pillar structure. The pillar approach is the simplest way to create a PCM
device. First, a metallic heater is built. The heater is made by etching a via into the
inter-layer dielectric and by filling it with a metal. The role of the heater is to help
to channel the current in order to increase its density and thus maximize the heat
control in the memory node. To improve the heater fabrication, several sublitho-
graphic techniques have been proposed [29, 30]. After the heater metal deposition,
the via is filled by chalcogenide alloys with a room temperature deposition.
The top electrode is obtained by a final metal deposition.

3.2.2.3 Opportunities

Resistive memories, and especially the envisaged Phase-Change technology,
represent truly promising opportunities for several aspects of design. Indeed,
PCMs demonstrates non-volatile behavior at low cost. Such a property is
obviously of high interest for all types of reconfigurable circuits, where a per-
manent configuration circuit is strongly desirable. Furthermore, the technology is
fully compatible with Back-End of Line and able to integrate the memories into
the 3rd dimension. This makes the resistive memories highly relevant as config-
uration points, since we could expect promising size reduction through the inte-
gration, above active silicon, of all area-hungry memories. Furthermore, the
resistance of the on-state is typically below 1 kX (for example that of GeTe is
around 50 X). This is far lower than any MOS switch. Thus, it makes sense to use
them as a high performance switch replacement element for FPGAs, by directly
introducing them into the logic data path. In such a way, we expect not only to
improve the size of the routing elements, but also to drastically reduce the delay of
implemented circuits.

3.2.3 Elementary Memory Node

In this section, we present an elementary circuit, based on a PCM non-volatile
resistive memory, used to move most of the configuration part of reprogrammable
circuits to the back-end, reducing their impact on front-end occupancy. Such a
memory node is dedicated to drive multiplexer (MUX) inputs or pass-gates. The
memory node is programmed by injecting a certain current through it; while the
information has to be read as a voltage level. Furthermore, it shall allow a layout-
efficient line sharing.
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3.2.3.1 Concept

The elementary memory node is presented in Fig. 3.3. The circuit consists of two
resistive memory nodes connected in a voltage divider configuration between two
fixed voltage lines. A transistor is also connected between the ground and the
output node of the cell. It is used to select the node during the programming phase.
The output is designed to place a fixed voltage on a classical standard cell input.
Read operations are intrinsic to the structure, while programming is an external
operation to be performed on the cell.

The voltage divider is used in this topology to execute intrinsically the
conversion from a data stored in a variable resistance to a voltage signal.
Figure 3.4 shows a configuration example where the node stores a ‘1’. The
programming transistor is placed in the off-state by the non-active Prog_Enable
signal, so that the ground is disconnected from the output. The resistive memory
(1) that is connected to the Vdd line, is configured into the crystalline state, so its
associated resistivity is low (a few kX). The other memory (2), connected to Vss, is
in the amorphous state with high resistivity (close to 1 MX). As a consequence, a
voltage divider is configured and the output node is charged close to the voltage of
the branch with a high conductivity. The logic levels depend on RON and ROFF as
in the following relations:

010 ¼ Vdd � RON

RON þ ROFF
ðVdd � VssÞ 000 ¼ RON

RON þ ROFF
ðVdd � VssÞ

It is also worth noticing that in continuous read operation, a current will be
established through the resistors. This leads to a passive current consumption
through the structure depending to the following relation:

I ¼ Vdd � Vss

RON þ ROFF
� Vdd � Vss

ROFF

As an illustration, the PCM technology off-resistance is around the MX value.
At Vdd = 1 V, the technology yields to a leakage current of 1lA. This is obviously
too high for a viable industrial solution. Nevertheless, this static current could be
reduced by the choice of a memory technology maximizing the ROFF value
(e.g. OxRAM technology exhibits off-resistance bigger than the GX).

Output node 

Prog_enable

Vdd Vss Fig. 3.3 Logic-in-PCM
elementary memory node
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3.2.3.2 Programming Circuitry

Figure 3.5 presents the programming phase of the node. While the programming
transistor is placed in the on-state by setting the Prog_enable signal, the fixed read
voltage sources are disconnected from the top lines and replaced by the programming
unit. Then, a programming current is applied sequentially into the resistive memories
to change their states. Programming currents are drained to the ground.

As each cell has its own selection transistor, the programming lines can be shared
in a standalone-memory-like architecture, as shown in Fig. 3.6. The programming
unit is composed of three different elements. A programming pulse generator handles
the creation of the programming pulse with the correct waveforms. The program-
ming signals are then routed by two stages of multiplexers. They are routed through
BLXA or BLXB lines in order to program memory A or B respectively. We also note
the Program/Operation selectors. Their aim is to route static voltages when the nodes
are not under programming. During the programming, the selection of a node is
ensured by the WLX signals. Thus, the choice of the memory node to program is made
at the programming unit level, through the selection realized by the Program/
Operation selectors and the Memory Program selector.

3.2.4 Routing Elements

In the previous section, we presented a memory node, which aims to replace the
configuration memories in configuration memory-intensive circuits. The node is
intended to drive any logic gate and is thus a straightforward replacement part for

Vdd Vss 

Hi Lo 

1 2 

Output~Vdd

Fig. 3.4 Node in read
configuration

Iprog

Output~Gnd

Fig. 3.5 Node in write
configuration
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SRAMs. In Sect. 3.2.2.3, we observed that the use of Resistive RAMs is also of
great interest for performance improvement of data paths, thanks to their low
on-state resistance.

3.2.4.1 Concept

FPGA switchboxes represent the most demanding circuits in terms of routing
performance. We thus propose to replace the traditional pass gates with the
structure shown in Fig. 3.7. Figure 3.7a shows a schematic diagram of a 2 9 2
crossbar structure using PCM resistances. At each cross point in the crossbar,
routing elements are placed. They are able to create any combination of connec-
tions between the North/South/East/West terminals of the cross point. These
routing elements are built with a similar structure as those of CMOS, whereby
two-terminal PCMs replace pass-transistors (Fig. 3.7b). An on-connection is
realized by programming the PCM, situated between the two wires that it should
connect, to a low resistance state. With this structure, we build an ‘‘intelligent
cross point’’, which is able to merge the programming node and the pass switch in
a single device. The device is embedded in the Back-End levels as a via, and
replaces a five-transistor SRAM and a four-transistor pass gate. Furthermore, since
the PCM itself performs the switching in the data path, its own on- and
off-resistance values also have a direct impact on the circuit performance.

Once programmed, the cell behavior is purely static. Conductive paths are
created by the resistive networks as illustrated in Fig. 3.7c. In this figure, we
observe three conductive paths through the box: InW OutN, InN OutE, and
InE OutW. In this structure, the number of reachable inputs/outputs depends on
the Ron/Roff ratio. In such crossbar architecture, the lowest resistive memory paths
define the connections. Nevertheless, currents will also be established in the high
conductive bridges. Thus, the discrimination between a conductive and a
non-conductive path rely only on the path resistance difference. We consider the
situation of Fig. 3.7c. The path InE OutW goes through two on-resistances. This

Programming 
generator

Vss 

Vdd

Iprog

WL0 WLN

BL0A

BL0B

Memory Program 
Selector

Program/Operation
Selectors

Fig. 3.6 Line sharing illustration in standalone-memory-like architecture

56 3 Innovative Structures for Routing and Configuration



www.manaraa.com

resistance is thus 2 Ron. The path InE OutS goes through a unique off-resistance.
The resistance is thus Roff. In this example, it is not possible to discriminate the
path if Ron/Roff is too low (i.e. two in the extreme bound). More precisely, the
longest on-resistance path of the structure should be compared to the shortest off-
resistive path. The tolerable Ron/Roff ratio is thus given by:

Longest Path Ron

Shortest Roff
� 1000

(with 1000 an arbitrary choice to ensure a significant discrimination). More con-
siderations on the structure can be found in [31].

3.2.4.2 Programming Circuitry

A PCM is programmed by applying a pulsed signal between its two terminals. This
conducts the PCMs of the switchbox to be addressed sequentially. In the structure,
the PCM is selected by connecting one terminal to the programming unit, while the
other is grounded. When a unique memory is select, the other PCM terminals are
left floating to avoid parasitic programming. After the selection, the programming
unit drives the desired set or reset pulse to program the resistivity state.
An example of sequential programming is shown in Fig. 3.8.

The programming voltages and timing pulses required to program the PCMs
may be applied through the drivers at the inputs and the outputs of the switchboxes
(Fig. 3.7a). Figure 3.9 shows a possible structure for these drivers. They are used
for the electrical interface between signal channels and the programming unit,
which generates the configuration waveforms. Figure 3.9a shows a possible input
driver, while Fig. 3.9b shows the implementation of the output driver. As
explained, the buffers must allow the connection of the nodes to the programming
unit, to the circuit or to a high-impedance node. This last possibility is handled by
the three-state multiplexers and buffers. The programming unit is routed by the
multiplexer for the input, and through a single pass transistor for the output.
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Out N In N
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Fig. 3.7 a PCM-based 2 9 2 switchbox architecture b zoom on the cross point structure
c example of programmed switchbox (memories in off-state are not shown for clarity)
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3.2.5 Performance Characterization

3.2.5.1 Methodology

In order to characterize the performance of the node, we extracted the area, the
write time and the programming energy as metrics. The extraction is based on
node complexity and interpolation from ITRS figures [32]. Then, comparison with
memory elements traditionally used in FPGA, such as MOS SRAM 5T [33] and
flash memories storage LUT elements [34], are used to benchmark the structure.

Since the technology enables most of the configuration circuit to be placed in
the back-end levels, the area metric corresponds to the front-end projection of the
impact of the memory node. The write time and the programming energy are also
considered. Even if the use of non-volatility makes these considerations far less
critical, it is still of interest to improve them, in order to enable low power and fast
reprogramming.

3.2.5.2 Performance Estimation

Table 3.2 shows some characterization results in terms of area and write time for
the proposed solution compared to traditional FPGA memory nodes. Considering
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that all these elements are driving an equal load, we omitted the pass transistor at
the output node in our simulations. Thus, the SRAM cell is considered to be a
5-transistor (5T) structure. The Flash topology is implemented by 2 Flash
transistors [35]. The Magnetic RAM implementation is realized by an unbalanced
flip flop as proposed in [36]. In fact, this allows efficient separation of the
programming path from the data path.

We see that the proposed PCM cell is the most compact solution, even with the
impact of the programming current on the access transistor. This advantage is due
to the reduction of the memory front-end footprint to only one transistor, compared
to five for the SRAM cell, and compared to two for the Flash solution (one pull-up
transistor coupled to a floating gate transistor). We should remark that PCMs offer
a significant reduction in writing time for non-volatile memory technologies, as
well as a consequent reduction in writing energy. In our context, it is possible to
reduce the area by a factor of 1.5 and the writing time by a factor of 16.6 and the
programming energy by a factor of 500 compared to an equivalent flash tech-
nology. However, the programming energy is about ten times larger than in the
flash technology. Compared to another emerging equivalent non-volatile magnetic
resistive technology, we can observe that the proposed structure improves the area
by a factor of 3.8. This is due to the chosen structure for the magnetic resistive
node, which is based on an area-hungry unbalanced flip-flop. Nevertheless, it is
important to highlight that the PCM-based node is slightly slower for reconfigu-
ration, with a 33% difference as compared to magnetic memory. Finally, while the
writing time is slower, the required programming energy is reduced by a factor of
50 as compared to the magnetic technology, which requires energy to create the
programming magnetic field. We should therefore consider that this result is
strongly dependent on the technology used. In this work, we considered Ther-
mally-Assisted-Switching (TAS) MRAM technology. While this technology has
the same level of maturity as PCM, it also requires a large programming energy
(between 100 and 150 pJ per cell). Most advanced writing schemes, such as Spin
Transfer Torque [38, 39] allow further reduction of writing energy to the range of
3 pJ per cell.

Table 3.3 shows some characterization results in terms of area and writing time
for the solution and conventional FPGA memory nodes. The SRAM-based node is

Table 3.2 Detailed technology performance evaluation

Cell elements Area (F2) Write time
(ns) [37]

Programming
energy (pJ) [37]

SRAM 5T 115 0.3 7.10-4

Flash cell 2T 46 1000 0.1
MRAM UFF 5T2R 115 40 300
PCM cell 1T2R 30 60 12
Flash versus PCM – 9 1.5 9 16.6 9 0.08
MRAM versus PCM – 9 3.8 9 0.6 9 25
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formed by four 4-input multiplexers, programmed by 5T SRAMs. The Flash-based
solution is taken from [35], while the MRAM-based solution is taken from [36].
In this work, two flash transistors are used to replace a combination of one SRAM
and one pass gate. The structure of the switchbox is considered to be the envisaged
PCM structure. We should note that a GeTe technology [14] with a very low on-
resistance value is envisaged, as it corresponds to the requirements for a high
performance switch.

We see that the proposed PCM switchbox is the most compact solution, even
with the impact of the programming current on the access transistor. This
advantage is due to the reduction of the memory front-end footprint to only metal
lines, compared to five transistors for the SRAM cell and two transistors for the
Flash solution (one pull-up transistor coupled to a floating gate transistor). It is also
worth noticing that PCMs offer a significant reduction in write time versus flash
technology. In our context, it is possible to reduce the area by 3.4 and the write
time by 16.6 as compared to an equivalent Flash technology. Another important
metric is the data path resistance. In the context of a logic signal propagating
through the switchbox, we observe that the on-resistance of PCM is very low
compared to the other solutions. In fact, all the other solutions still use a MOS
transistor to realize the data path switch. Hence, since the on-resistance is
decreased by a factor of 182, this means that a reduction of the propagation time is
expected. From the point of view of the off-resistance however, we observe the
opposite, since the off-resistance follows the same trend as the on-resistance. This
means that the off-resistance decreases by a factor of 144, and since off-resistance
impacts directly on switch leakage, this decrease is likely to worsen static power
dissipation and logic levels. However, this could be mitigated by the fact that the
Ron/Roff ratio has not decreased—on the contrary, PCM cells demonstrate an
improved ratio with a value of around 1/20,000, with respect to the value of 1/15
824 obtained for the other solutions. The ideal solution will require a low Ron

value, while the Ron/Roff ratio should be increased with respect to CMOS.

Table 3.3 Technology performance evaluation (2 9 2 switchbox)

Cell
elements

Area
(F2)

Write time
(ns) [37]

On data path
resistance (X)

Off data path
resistance (MX)

SRAM 72T 2576 2.4 9100 144
Flash cell 48T 1104 24000 9100 144
PCM cell 8T24R 321 1440 50 1
MRAM UFF 168T48R 4448 960 9100 144
Flash versus

PCM
– 9 3.4 9 16.6 9 182 9 0.007

MRAM versus
PCM

– 9 14 9 0.6 9 182 9 0.007

60 3 Innovative Structures for Routing and Configuration



www.manaraa.com

3.2.5.3 Discussion

The presented performance metrics make the solutions built around resistive
memories of high interesting for the purposes of reconfigurable applications.
Indeed, we showed that it is possible to create a compact configuration memory
node that can store a logic level in two resistances. This logic node improves the
size as compared to flash memories by 1.59. While this 33% reduction in area
reduction is significant, it is worth noticing that the limitation is due to the
programming transistor. Indeed, the selection transistor size is dictated by the level
of current to be driven to the cell being programmed. While the required
programming current is large, the programming energy remains the lowest over
the benched technologies. Other technologies might be envisaged in order to
further reduce the programming current. First of all, other PCM technologies, such
as GeTe or GeTeC [14], require smaller currents for programming compared to
standard GST. It is then possible to migrate to other resistive memory technolo-
gies. For example, OxRAM requires less current overall for their programming,
and will lead to more compact configuration nodes [40].

Concerning the routing part, we propose to introduce the PCM directly into the
logic data path. This is of interest from two points of view. First, we obtain an area
reduction of a factor of 3.4 as compared to flash. However, the most interesting
advantage comes from the technology: the ReRAM technology is shown to have a
much lower on-resistance than CMOS switches, which should lead to significant
reductions in propagation delay in complex logic circuits. While the well-known
GeSbTe-based PCM technology has a ‘‘quite high’’ Ron value, it is attractive to
look at new PCM materials or new technologies. In particular, special alloys such
as GeTeC and GeTe [14] have demonstrated a very small on-value, well-suited to
the requirements of the routing structures. Nevertheless, it will be necessary also to
study the reliability of the proposed switchboxes as well as the data retention time
in the structure. Resistive memories are switched by a controlled current or voltage
applied to or through them. Nevertheless, the switching behavior is generally more
complex, as far as timing and environment (e.g. temperature) must also be
considered. Unpredictable signals are flowing in the data path. Unpredictable
means that the signals depend on the application. Thus, the memories introduced
in the flow maybe switched to unwanted states leading to an unreliable structure.

3.3 On the Use of Monolithic 3D Integration Process

In the previous section, we looked at a technology, which allows a passive resistive
memory device to be embedded into the back-end levels. While this approach is
advantageous for memory or routing structures, the elements are only passive.
It then appears interesting to assess the interest of 3D integration, in order to
diversify the functionality of above IC devices. In this section, we propose the use
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of a monolithic 3D integration technology to stack two active layers. This
represents a first step towards the use of active devices in a 3D scheme.

3.3.1 Introduction

For several decades, the semiconductor industry has invented new approaches to
increase integration density and transistor performance, the main vector for this
being MOSFET scaling.

In this context, the IC integration in three dimensions appears to be a promising
alternative path to scaling, and to some extent would avoid the huge investments
required by scaling. While the concept is not entirely new [41], the development of
the technology has witnessed significant growth over the last decade. In particular,
the technology of Through-Silicon-Vias (TSVs) is currently the reference for 3D
technology processes. A TSV could be defined as a large via built across the
substrate, in order to contact the active front-end to the reverse-side of the chip.
Bumps are then used to contact the dies between them, as shown in Fig. 3.10.

While such integration is challenging due to TSV density requirements (leading
to a double specification of TSV aspect ratio and wafer thickness), the process is
mature enough for industrial applications [42]. However, there are still some
hurdles to face. Table 3.4 depicts the principal characteristics of TSV processes
[43]. It is worth noticing that TSVs are quite area-hungry with diameter up to 5 lm
and pitch up to 10 lm. This means that the connection density is quite poor (from
400 to 10,000 TSVs/mm2) and this results in a loss of active size. Thus, designers
are limited to high level interconnect, such as memory/core communication.
However, this segregation is of great interest for performance, since processes will
be tuned to optimize each layer to a given class of application (low power, general
purpose).

In a reconfigurable application, a large number of interconnections are
required if separation between memory and logic is to be envisaged. This
means that other integration processes should be used, to overcome the limi-
tations of connection density. In an FPGA, connections between memory and
logic are done at gate level. We estimate the required density at about 500,000
3D contacts/mm2. Thus, instead of processing the layers separately and stacking
them a posteriori, it is possible to use monolithic sequential integration. In a
monolithic integration, the circuit is processed from the bottom to the top. This

Package
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Metals 

Bumps 

TSVs 

Fig. 3.10 TSVs-based die
stacking cross-sectional view

62 3 Innovative Structures for Routing and Configuration



www.manaraa.com

means that the stacked layers are build by a set of technological steps above the
already processed stack.

Such an integration scheme is promising for several reasons. Firstly, it enables a
much higher via integration density. In fact, the contacts use a planar scheme step,
as opposed to TSVs. Thus, it is possible to obtain alignment accuracy in the range
of lithographical precision (around 10-nm), whereas TSV alignment accuracy is in
the range of 1 lm. However, monolithic integration gives rise to other issues.
In particular, conversely to parallel integration, where the layers are processed
separately, it is necessary for the fabrication of the top transistors not to degrade
the performance of the bottom layer transistors. This means that the top layer
thermal budget is limited and that processes have to be thought through in
consequence.

3.3.2 Technological Assumptions

As briefly introduced above, the monolithic 3D integration process integrates at
least two layers of active silicon. These layers are processed sequentially, as shown
in Fig. 3.11. The principal process steps are (a) the realization of the bottom
transistor (b) the deposit of the top film silicon and (c) the realization of the top
transistor. Several constraints appear at each step.

The first transistor layer must be optimized in order to improve its robustness
to temperature. It is worth nothing that the second active transistor layer will
have an impact on the first layer and thus the thermal robustness of the bottom
layer is critical. The maximal thermal budget for subsequent steps is limited by
salicidation. In fact, standard NiSi dewetting occurs in only 3 min at 600�C.
To obtain a low resistance access with processes around 600�C, a salicide sta-
bilization procedure has been demonstrated in [45]. This salicidation approach is
based on an optimized W-NiPtSi-F. With this technology, the salicide is stable at
600�C, which is considered to be the maximal thermal budget for all the sub-
sequent steps.

The second step corresponds to the realization of a high quality top film. While
seed window techniques were first used in the literature [46], they lead to
crystalline defects, poor thickness control and density loss. It is thus better to used

Table 3.4 Density survey of TSV technologies [43]

Diameter
(lm)

Pitch
(lm)

Density
(TSVs/
mm2)

CMOS 65-nm
gate equivalent

Low density
TSVs

20 50 400 1,250

High density
TSVs

5 10 10,000 50
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molecular bonding [45], where a blanket Silicon-On-Insulator wafer is transferred
on top of the processed MOS wafer. This step plays a major role in alignment
accuracy, since the alignment occurs after bonding, conversely to parallel
integration [47].

A low temperature Fully Depleted Silicon-On-Insulator is then processed on the
top film. Due to the limited thermal budget (600�C), it is not possible to perform
thermal activation of dopants (around 1,000–1,100�C). The process uses a solid
phase epitaxial re-growth [48], which consists of pre-amorphization of the top
film, followed by dopant implantation and finishing by a re-crystallization at
600�C.

Finally, 3D contacts are realized using the same contact techniques as in
standard processes. Only one lithography step is required for all contacts. The
contact realization step is illustrated in [45], where W (tungsten) plugs exist
between the top and bottom layers. The process has been validated for several
simple cases, such as SRAM memories or inverter cells [48, 49].

3.3.3 Elementary Blocks

In order to evaluate the opportunity of the monolithic 3D integration process,
elementary nodes for configurable logic have been designed. The blocks that have
been chosen are a 3D Look-Up Table and a 3D Cross point. The global idea is to
place the configuration memory just above the circuit that requires it.

3.3.3.1 LUT Impact

Our design assumption is that the top layer is used to implement configuration
memories in a standard CMOS approach. Hence, it is quite straightforward to
develop a two layer 3D look-up table. In Fig. 3.12, the layout and the schematic of a
1-bit Look-Up Table are depicted. While the structure is too simple for any archi-
tectural considerations, it is useful for the purposes of technological demonstration.
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TILD
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TiN
HfO2
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TiN
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Poly
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Fig. 3.11 Cross-sectional view of 3D monolithic steps—a optimized bottom FDSOI process
b high quality top film deposition c low temperature top FDSOI process [44]
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Two configuration nodes are thus placed above a multiplexer circuit. The
dimensions of the multiplexer are largely relaxed, due to limitations on the metal
layers available for the technological demonstrator.

In this way, we could consider that only a small amount of size is used for the
structure, in addition to the multiplexer. Furthermore, while we observe a strict sep-
aration between the configuration memory part and the data path multiplexer, it is
possible to optimize the technological process to reach specific properties. Especially,
it is envisaged to have a low-leakage—low-power process for memories, while the
active data paths are created using high performance transistors. This makes the
implementation highly promising for circuits requiring large configuration memory.

3.3.3.2 Routing Structure Impact

Using the same technological assumptions, we also propose a routing cross point.
The cross point is built around a two-transistor pass-gate, which is driven by a
static memory. The memories and data path will be split and placed on different
levels. Memories are placed on top of the cells that directly use their information,
and thus a large reduction in the number of wires is observed. Two different
structures have been realized.

Figure 3.13 shows the cross point using register-based memory. It is worth
noticing that, in this circuit and conversely to the LUT, the memory dominates the
dimensions of the cell. Indeed, the pass-gate, even when considering a large size
transistor, has low requirements in terms of the metal layers, and thus its
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Fig. 3.12 Two layer monolithic 3D based 1bit Look-Up Table—layout and schematic
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implementation below the memory is kept at the front-end. We also point out the
H-shape of the pass-gate, which is a side effect of the optimization of contacts
between the bottom, the top and the first metal layers.

The above implementation uses a configuration node, which could be pro-
grammed serially. This is obviously of high interest for FPGAs, since it allows
memory cascading and thus simplifies the programming circuitry. Nevertheless, in
the context of separation between logic and configuration memory in a 3D process,
it is of interest to use a standalone memory approach. Hence, a typical SRAM
organization could be envisaged on the top layer with word lines and bit lines
crossing through the circuit, while the FPGA data path is found below. Figure 3.14
shows a possible implementation of an SRAM memory with a pass-gate in a very
compact 3D implementation.

3.3.4 Performance Characterization

3.3.4.1 Methodology

The performance metrics of the presented elementary blocks have been extracted
from layout and electrical simulations.
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Q !Q
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Configuration nodes (top) 
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3-D Crosspoint

Fig. 3.13 Two layer configurable cross points (configuration node based)—layout and schematic
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The simulations are realized using the Synopsis HSPICE electrical simulator.
This simulator allows a fast and accurate simulation for CEA-LETI’s homemade
model.

The metrics will be area, delay and power consumption. The area is extracted
considering the layouts. The test chip uses two different set of design rules for
front-end and back-end. In order to demonstrate the capabilities of the technology
with a relatively low cost, the front-end can be scaled down to the 16-nm node,
while the back-end uses a 65-nm lithographic node. Nevertheless, in order to be
compared fairly with existing technology, all the dimensions used in the layouts
use an equivalent 65-nm lithographic node. The delay is assessed by electrical
simulation and broken down into the intrinsic delay and the load delay (expressed
as the Kload factor). The power consumption is extracted by electrical simulation
with an FO4 load. The circuit is operated at the gate’s maximum achievable
frequency with the FO4 load. This means that rise and fall time are chosen in
accordance to 5s charge and discharge. The related frequency obviously depends
on the circuit. At this frequency, we swept all possible input vector combinations
and we averaged the power consumption.
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Fig. 3.14 Two layer configurable cross points (SRAM cell based)—layout and schematic
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In order to compare the performance of the 3D FDSOI, we compare all metrics
to a standard industrial low power 65-nm process. In order to differentiate the gain
due to the FDSOI technology and that due to the 3D implementation, we also
perform the evaluation of the equivalent circuit in 2D FDSOI. We should mention
that the electrical model is the same for both bottom and top transistors and that
parasitic post-layout extraction is not available in the design kit as used. Thus,
comparisons in terms of performance and power will not differ from 2D and 3D
implementation of the FDSOI cells.

3.3.4.2 LUT Performance

Table 3.5 shows the performance comparisons for a very simple two-input LUT
test case. The considered circuit corresponds to that presented in Fig. 3.12.
Concerning the area, we obtain a 2.039 improvement in regards to 2D bulk. This
figure is mainly due to the stacked integration of the memory on top of the
multiplexer. It is also worth mentioning that the 2D FDSOI implementation is
larger than the 2D bulk one. This result is counter-intuitive, since the lithographic
node used is the same in both cases. However, we should note that the 2D FDSOI
layout has been carried out following regular layout techniques, as well as some
relaxed technological demonstrator rules. This clearly leads to larger cell imple-
mentations than in an equivalent non-regular bulk process.

In terms of performance and power, an improvement of 1.629 in intrinsic delay
can be observed, as can figures of 6.119 in load influence factor and 29 in
dynamic power at 1 GHz. The contributing reasons for these good numbers
are twofold. As already stated, the technology is compliant to low-power high-
performance circuits. Nevertheless, the improvements are also due to 3D inte-
gration. It is possible to group the low-power optimized circuits on one layer,
while performance-optimized blocks are grouped on another. This allows specific
process optimization, but it also allows the dimensions of some transistors to be
relaxed. For example, in this context of LUT, it is possible to size the multiplexer
to be quite large, while the memories are placed on top. This strategy leads to a
high-performance multiplexer, placed under the necessarily area-hungry
memories.

Table 3.5 Evaluation of Look-Up Table performance

LUT2
65-nm node

Area (lm2) Intrinsic delay (ps) KLoad

(ps.fF-1)
Average power
at 1 GHz (lW)

2D LP bulk 64.48 85.08 36.29 46.90
2D FDSOI 122.57 52.52 5.94 23.23
3D FDSOI 31.7 52.52 5.94 23.23
2D bulk versus 3D FDSOI 9 2.03 9 1.62 9 6.11 9 2.02
2D FDSOI versus 3D FDSOI 9 3.87 – – –
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3.3.4.3 Cross Point Performance

Table 3.6 shows the performance evaluation of 3D cross points. As previously
described, two different cross point schemes are studied. The difference between
the two cross points resides in the configuration. One is based on a shifter
configuration node and the other is based on an SRAM.

In terms of area, we should note that the SRAM-based cell is the most compact
one, with an improvement factor of 2.939 compared to 2D bulk. This is obtained
mainly due to the compactness of SRAM cells, where each transistor and layout is
optimized to obtain the best density. Nonetheless, due to its greater size, the
configuration-node based cross point improves the area by ‘‘only’’ 1.489. It is
worth noticing that this cross point implementation embeds all the circuitry
required to program the node in a shift register manner. Thus, it appears obvious
that this implementation is larger compared to the fully optimized SRAM-based
implementation.

In terms of performance, the intrinsic delay is shortened by 1.69 and 3.19 for
the configuration-node based implementation and the SRAM-based implementa-
tion, respectively. The load factor is almost the same with a gain of 1.069. The
difference comes mainly from the pass-gate cell. It is in fact possible to use larger
transistors in the SRAM-based implementation; indeed, since the cell is more
compact, the shape of its layout facilitates its placement and efficient connection of
the bottom pass-gate.

Finally, in terms of dynamic power, we observe a 3.19 improvement at 2 GHz
for the configuration-node based cell, and 2.19 for the SRAM-cell, compared to
bulk. These numbers come mainly from the use of FDSOI, which is an intrinsic
low power technology. The difference between the two memory structures is due
to pass-gate sizing. Since most of the contribution to power originates in the data
path, these results can again be attributed to the sizing of the pass-gate. In the
SRAM-based case, the transistor is larger and leads to larger power consumption
during the signal drive.

Table 3.6 Evaluation of cross point performance

65-nm node Area (lm2) Intrinsic delay (ps) KLoad

(ps.fF-1)
Average power
at 2 GHz (lW)

2D LP bulk 15.83 0.44 0.71 0.12
3D FDSOI

Configuration node
10.66 0.28 0.67 0.039

3D FDSOI
SRAM cell

5.40 0.14 0.66 0.058

2D bulk versus 3D FDSOI
Conf. node

9 1.48 9 1.6 9 1.06 9 3.1

2D bulk versus 3D FDSOI
SRAM cell

9 2.93 9 3.1 9 1.07 9 2.1
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3.3.4.4 Comments

The described performance levels have shown a significant advantage of this
technology for reconfigurable circuits. In general, the FDSOI technology is highly
suitable for power reduction in electronic circuits. In particular, it improves the
FET properties, which leads to reduction in leakage current, while the performance
is increased. Nevertheless, the ability to stack several layers with a high alignment
accuracy and high via density also allows to achieve high improvements in terms
of area. In particular, we have shown a reduction in area by a factor of 29 for a
2-bit LUT test case circuit. The remaining area occupation is composed essentially
of the bottom multiplexer. Furthermore, we can observe that the implemented
circuits are following very strict (conservative) design rules, which are required by
the technologist at the current level of technological maturity. In the future, it is
clear that rules will be more aggressive, and will lead to further improvements in
the figures.

3.4 On the Use of Vertical Silicon Nanowire FET Process

In the previous part of this chapter, we have investigated various technologies,
which allow respectively a passive resistive element to be embedded in 3D and to
stack several layers of active devices. Nevertheless, these solutions should not
really be considered ‘‘true’’ 3D solutions since they cannot place active devices in
a real 3D shape, i.e. with a vertical rather than planar transistor. In this section, we
will assess such a technology, which is able to build vertical FETs in the Back-End
metallic layers.

3.4.1 Introduction

As previously discussed, the 3D integration of transistors is an attractive solution
to pursue the increase of circuit performance, while limiting the cost, as opposed to
the continued single use of scaling. Stacking technologies, whether the traditional
sequential technology (where wafers are processed separately and then stacked) or
advanced monolithic integration (where transistors are processed step by step on
the same wafer) only deal with stacks of planar transistors. The transistor itself
(or more specifically, the transistor channel) does not exploit the vertical direction
in these approaches.

Meanwhile, semiconducting nanowires have recently attracted considerable
attention. To further miniaturize the transistor while still maintaining control over
power consumption, alternative transistor geometries have been considered [50].
With their unique electrical and optical properties, they offer interesting per-
spectives for basic research as well as for technology. A variety of technical
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applications, such as nanowires as parts of sensors [51], and electronic [52, 53] and
photonic devices [54] have already been demonstrated. In particular, electronic
applications are increasingly coming into focus, as ongoing miniaturization in
microelectronics demands new innovative solutions. Typically, silicon nanowire
transistors have a horizontal, planar layout with either top or back gate geometry
[55]. However, the amount of energy and time required to align and integrate these
nanowire components into high-density planar circuits remains a significant hurdle
for widespread application. More advanced works show a Gate-All-Around (GAA)
organization in a planar topology [52]. In-place growth of vertically aligned
nanowires, on the other hand, would in principle significantly reduce the pro-
cessing and assembly costs of nanowire-based device fabrication, while opening
up opportunities for ‘‘true’’ 3D. Some research works have demonstrated the
possibility of fabricating transistors directly between two metal lines, within the
back-end levels [56, 57]. These works make it possible to realize computation
directly in the metal levels, through programmable vias, as well as potentially
complete complementary logic functions.

3.4.2 Technological Assumptions

Recent studies have demonstrated the possibility to grow single crystalline silicon
nanowires on a metallic line, into a CMOS compatible process [58]. This work
represents a great opportunity to build FET devices in the interconnect levels
[56, 57]. We propose to co-integrate standard CMOS with vertical Nanowires
Field Effect Transistors. The cross-sectional view is shown in Fig. 3.15.

First of all, standard transistors are processed using the specified technology,
which could be very versatile, such as Bulk, Silicon-on-Insulator, Fully Depleted
SOI, Thin Box FDSOI, among others. Then, silicon nanowires can be grown in a
CVD reactor using the VLS mechanism. Even on a metallic line, they have a
single crystalline structure and semiconducting properties. Taking advantage of
this, and respecting low temperature processes under 400�C, it is possible to make
vertical transistors between two interconnecting lines. After etching a hole through
the oxide to the metallic bottom line, a catalyst can be deposited at the bottom.
Nanowires can be grown from the metallic line using the oxide hole as template
and a deposited metallic catalyst. Using diborane or phosphine, nanowire can be
doped to form P–N junctions. Nanowires for p-MOS and n-MOS should be grown
during two distinct sequences comprising template formation and growth. After
growth, a chemical etching can be used to remove a part of the oxide template.
A multilayer gate stack can be achieved thanks to ALD and CVD deposit of the
dielectric (Al2O3, HfO2…), and the metal gate (TiN…) respectively. An oxide can
then be deposited before performing a CMP step on the top. Isotropic etching
allows the removal of a part of the metal gate and defining the gate length. The
space left by the metal gate can be filled by oxide deposition. The top contact is
achieved by top line formation using a conventional damascene process.
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3.4.3 Vertical 3D Logic

Since the described process could be used to integrate transistors into the metallic
layers of a standard circuit, we can envisage adding some functionality, typically
in relation to the back-end layers directly above the circuit.

3.4.3.1 Smart Vias

The association of vertical transistors and reconfigurable circuits leads immedi-
ately to the concept of ‘‘smart’’ reconfigurable vias. Here, the connection between
a metal line and another is done by connecting the line to a transistor-drain and the
other to a transistor-source. Thus, the connection is only controlled by the gate.
This requires the line to be connected to the front-end and requires the use of
several layers of vias to contact the back-end lines to the transistors. Here, based
on the 3D FET technology, Fig. 3.16 shows an implementation of a controlled
contact between two metal lines controlled by a combinational logic function.

In the presented illustration, four vertical wires are shown. Two transistors per
wire are built in series. Four control gates drive the wires in a meshed pattern,
which are used to create a combinational equation for the via conduction. The
functionality is thus increased. The considered metal lines are connected when all
transistors of any vertical branch are conducting. This corresponds to the following
Boolean condition:

ðGA þ GBÞ � ðG1 þ G2Þ ¼ 1

3.4.3.2 Logic Gates

From the previously presented fully configurable via pattern, complementary logic
cells can be built by including the dual branch using p-type transistors. Based on
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Fig. 3.15 Cross sectional
schematic showing a BEOL
FET and standard CMOS
FET co-integration
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the 3D FET technology, we propose a fully back-end implementation of standard
logic gates.

As an illustration, Fig. 3.17 shows a NOT gate built with vertical transistors.
The circuit is formed of two vertical transistors of different doping types. An
n-type transistor is built between the ground and the output lines, while a p-type
transistor is placed between the power supply and the output lines. The peculiarity
of the structure is that output lines and the power lines are separated by a metal
layer. This metal layer is used to realize the transistor gates. It is worth noticing
that different nanowire diameters could be used in the transistor channel, in order
to size the structure according to design specifications. The proposed layout can be
extended to any complementary logic gate.

We show in Fig. 3.18 the implementation of a NAND gate. Various actual
layouts could be envisaged. Figure 3.18a shows an implementation where the
serial transistors are shared on the same nanowire. While this solution is compact,
it is worth mentioning that it also increases the vertical dimensions of the gate,
because of the occupation of two levels of metal. Another solution is depicted in
Fig. 3.18b. In this implementation, we only have one transistor per nanowire,
i.e. between two metal lines. This allows the dimensions of the cell to be
controlled, by analogy with the 2D standard cells, where only one level of metal is
used for the interconnect.

Fig. 3.16 Boolean logic with
vertical FETs

Fig. 3.17 NOT function
implemented in a 3D standard
cell
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Back-end standard cells appear to be of use for routing application. Signal lines
could be buffered directly in the back-end, thus avoiding connecting front-end
buffer cells merely for routing purposes. This makes sense for long signal lines, as
well as for clock signals.

3.4.3.3 SRAMs

Since we have shown that we could embed any logic function in a real 3D
approach, it then appears quite straightforward to build memory elements.
Figure 3.19 shows a possible organization for a 5T-based SRAM cell. Using the
same approach as for the NAND gate, the layout is realized only between two
metallic layers. The interest of these elements will be twofold. Firstly, they will be
used as configuration memories for the reconfigurable logic front-end. As already
mentioned, positioning memory resources above the circuit is of high interest for
reconfigurable logic compactness and performance. Furthermore, it is also of use
to have memory elements which are realized in the same technology as the smart
vias presented above. These nodes will allow the configuration of the smart vias to
be stored very close to their final use, and will thus lead to extremely compact
cross point nodes entirely implemented in the back-end levels, as shown in the top
view in Fig. 3.20. While the cross point uses a standard CMOS architecture as
shown in Fig. 3.20a, its implementation is based on the use of smart vias and 3D
SRAM cells. In fact, four 3D SRAM cells are used to store the configuration as
close as possible to the logic circuit which uses the information. Two other SRAM
cells implemented in 2D are also used. Thus, it is possible to mix the different
technologies to obtain a structural trade-off between the requirements on the front-
end area and on the routing ability. It is actually not advisable to embed all the
logic in the back-end, but only to place a part of it in the most efficient way.
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Fig. 3.18 NAND function implemented in a 3D standard cell a layout on two gate levels
b layout with only one gate per nanowire
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3.4.4 Performance Characterization

3.4.4.1 Methodology

In order to evaluate the impact of the back-end implementation of standard cells,
we investigate the area, delay and power consumption of elementary gates. Then,
we compare our logic gates to the equivalent cells taken from an industrial 65-nm
CMOS bulk process design kit.

Since the considered technology is not mature enough, there are no compact
models available. The evaluation of 3D-BE standard cells have been performed
thanks to TCAD ATLAS [59] simulations. TCAD simulations are computationally
expensive, but they are flexible and allow new fundamental devices to be modeled
efficiently. These characteristics mean that while they are widely used for physics
and device simulation, they are rarely used for circuit design. Nevertheless, they
represent new opportunities for design methodologies working close to the
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Fig. 3.19 5T SRAM cell implemented in a 3D standard cell— a schematic b cross view
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technology. In our original approach, we will use TCAD simulations, not only to
simulate the performances of the unique device, but also to simulate standard
circuit and to extract its performance numbers.

Vertical nanowire transistor structures have been modeled according to the
proposed device architecture. The circuit netlists are then input to the TCAD
simulator and transient simulations are performed. From the transient simulation
results, the performances metrics are then evaluated. The complete methodology is
described in Fig. 3.21.

Structural definitions

pFET model definition
Mesh
Region material
Electrodes 
Doping 
Contact characteristics 

nFET model definition
Mesh
Region material
Electrodes 
Doping 
Contact characteristics 

Netlist definition
Nodes initialization

Netlist definition

Power simulations

Load definition 
Power DC polarization
Transient simulation
Number extraction

For different 
load values 

Rising delay simulations

Load definition 
Power DC polarization
Input DC pre-charge
Transient simulation
Number extraction

For different 
load values 

Falling delay simulations

Load definition 
Power DC polarization
Input DC pre-charge
Transient simulation
Number extraction

Fig. 3.21 TCAD circuit
characterization methodology
flow chart
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3.4.4.2 Device Characterization

In order to evaluate the technology at the lowest level, technological simulations
have been used to extract the I–V curves of the elementary vertical transistors.
Figure 3.22 depicts the I–V curves of an n-type and a p-type vertical FET. These
curves are extracted for a NWFET with a 50-nm diameter, a 300-nm gate length and
5-nm oxide thickness. It is worth noticing that the devices present a very good Ion/Ioff

ratio in the range of 108 and a low Ioff current less than 0.1pA. These excellent
properties can be explained by the structure of the transistor. First of all, the transistor
is a Gate-All-Around structure, which means that the active zone must be considered
all around the nanowire. This makes the device highly controllable, while the
dimensions are maintained very compact. The structurally optimal electrostatic
control of the device leads to the low Ioff. Furthermore, the structure uses the vertical
dimension to increase drastically the dimensions of the active region, while the front-
end impact is maintained very small. Thus, it is possible to realize large FETs, with
excellent electrical properties and very compact front-end projection.

The estimated performance levels of the elementary transistor lead to the
realization of high performance switches. For routing applications, it is of high
interest to achieve pass transistors which exhibit a low Ioff current, while the Ion

current is in the range of several lA. It is clear that the higher the Ion current, the
lower the Ron resistance and consequent switch impact on the overall circuit
performance.

3.4.4.3 NOT Gate Characterization

While it is quite standard in TCAD simulation to extract the I–V curve of a device
from the simulation, it is also of high interest to evaluate, from a transient sim-
ulation point of view, the characteristics of simple circuits. Table 3.7 summarizes
the performance results of a NOT gate and compares it to a standard bulk cell.
Such a comparison is helpful to evaluate the properties of the technology not only
for the device but also for its ability to improve circuit performance.

We see that the proposed 3D implementation of a NOT gate clearly improves
the area by a factor of 31.29. These results come from the use of the vertical
direction to implement the transistors. Delay and leakage power are also improved
by a factor of 2.59 and 14.59 respectively. This can be explained by the good
performance levels of the gate-all-around control of transistors. Indeed, the good
electrostatic control of the channel helps to have a well defined off state, and thus
to obtain a very low Ioff current, while the Ion current remains high (the Ion/Ioff ratio
is high). Thus, since these characteristics are directly involved in the power
consumption and delay estimations, the figures show clear improvement over the
equivalent MOS technology.
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3.4.4.4 Discussion

These characteristics show some promising performances for the technology. We
have seen that the elementary device can be sized efficiently, thanks to the use of
the third dimension. It is thus possible to obtain high performance devices, while
the impacted area on the front-end is maintained very low. This opens the way
towards high performance switching between two metal lines, which is of high
interest for routing resources in reconfigurable circuits such as FPGAs. Further-
more, we have seen that it is possible to implement logic functions, using com-
plementary logic with this technology, and that the obtained circuit performance
gain is also significant with respect to CMOS. While the area is improved again by
the use of the third dimension, we also obtain high performance figures, due to
good device performance levels. It is thus of great interest to examine the way such
logic could embed elementary active functions, as required for the routing circuits
and clocks. For example, it is possible to embed the signal buffers as well as high
performance clock tree buffers along the line which requires this functionality.
This avoids inefficient multiple vertical communication schemes such as those
seen today between the active transistor front-end and low-RC metal back end.

3.5 Global Comparisons and Discussions

Several technologies have been investigated in this chapter in order to move a part
of the FPGA functionality into the back-end levels. All these techniques integrate
an above–IC device. While they are all promising for routing resource improve-
ment, it is interesting to compare them using the same template. To do so, we use a
four-input LUT, which is the elementary block used in modern FPGAs to perform
the computation.

Table 3.8 compares the performance of the structure realized with the various
technologies. The assumptions for the realization differ from the technology, since

Fig. 3.22 I–V characteristics
for vertical nanowire FET
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we need to consider the programming circuitry for a fair comparison. The bulk
implementation serves as a reference. The storage elements are implemented as
SRAM cascaded in shift registers, while the data path is composed of multiplexers.
The ReRAM implementation uses multiplexers for the data path, but their data
inputs are driven by the configuration nodes presented in zero. The programming
structure has been incorporated into the evaluation, at least to ensure the fair
selection between the power lines. The monolithic 3D FDSOI implementation uses
multiplexers realized on the bottom silicon layer, while the SRAM shifted con-
figuration memories are built on top. Finally, the vertical NWFET implementation
uses standard 2D multiplexers to realize the data path, while the configurations are
placed above the data paths using the circuit proposed in zero.

In terms of area, the most compact solution is obtained for the vertical NWFET
technology. Indeed, the improvement of 10.29 is the consequence of the full
vertical integration of the memory circuits. While the circuit is placed in the third
dimension, its volume remains constant while the front-end projection (i.e. the area
occupies by the drawn layout) is very low. In second place comes the ReRAM
implementation with a gain of 7.39. In this implementation, all the configuration
memories are placed above the circuit, but programming access transistors are still
in front-end silicon. Finally, the 3D FDSOI improves the structure by 5.79, thanks
to the two-stack repartition of transistors.

In terms of performance, the best figures are obtained with 3D FDSOI. In this
case, the data path technology is moved towards enhanced silicon FDSOI. This
leads to an improvement in the intrinsic delay of a factor of 4.49, and of the load
factor by 1.99. For the other technologies, the performance levels are of the same
order of magnitude as CMOS. This is due to the fact that the data path remains
based on CMOS multiplexers and is thus the same between the different imple-
mentations. Nevertheless, it is worth noticing that the intrinsic delay is improved
by 1.59. This is because the data paths differ by one gate. Thus, the propagation
delay is reduced by one intrinsic delay.

Finally, in terms of power consumption, only trends have been extracted, since
an accurate estimation would require several simulations that are not possible to
the unavailability of compact models for the vertical NWFET. Based on the
previous results, we can remark that the ReRAM solution will remain of the same
order of magnitude as the bulk solution. Indeed, while the data paths remain the
same, the leaky SRAM circuits have been replaced by other potentially leaky
memory nodes, such that the figures can be expected to be constant. Concerning

Table 3.7 Simulation results summary

Area
(lm2)

Intrinsic delay
(ps)

KLoad

(ps.fF-1)
Leakage power
(pW)

NOT (MOS 65 nm) 1.6 17.5 3.8 40.1
NOT (3D BE) 0.05 6.9 4.7 2.8
3D BE versus CMOS 9 31.2 9 2.5 9 0.8 9 14.5
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3D FDSOI, power might be reduced by at least two, thanks to the low power
characteristics of FDSOI. Finally, we have seen that vertical NWFET are large and
possess good electrical properties. This provides them with a strong suitability for
low power, and thus the trend can be estimated to be in the range of 109.

3.6 Conclusion

In this chapter, we have investigated how disruptive technologies can be used to
build enhanced basic logic circuits for routing and configuration. These elements
are fundamental for FPGA technology since they represent the largest amount of
required area (over 80%) and constitute the bottleneck for performance
improvement.

Globally, the improvement of these circuits is based on the use of 3D inte-
gration technologies. In fact, we studied three different technologies, which
respectively allow (i) passive reconfigurable elements to be placed in the back-end
layers (ii) several layers of active silicon to be stacked with a high alignment
accuracy and a high via density and finally (iii) ‘‘true’’ 3D transistors to be
embedded in the metal layer in a vertical arrangement.

Resistive memories, and especially phase-change memories, have been initially
considered. This technology is able to place a passive non-volatile resistive
material in the back-end layer. This node can be reprogrammed between two stable
resistive states. We propose a simple logic circuit based on two resistive nodes and
one transistor in order to create a configuration node for reconfigurable logic. This
node leads to an improvement of 1.59 in terms of area compared to its flash
counterpart. Furthermore, we notice that the on-resistance of a resistive memory is
very low compared to a CMOS transistor. We thus propose a switchbox structure
that places the resistance directly in the logic data path. The solution is compact
compared to the flash equivalent circuit with a gain of 3.49 in area, and we expect
further improvements at the system level due to the reduction in the path
resistance.

Table 3.8 Technology comparison (four-input LUT test case)

Area
(lm2)

Intrinsic delay
(ps)

KLoad

(ps.fF-1)
Average power
gain trend

Bulk MOS 65 nm 547 465.6 11.2 Reference
ReRAM 74.5 310.4 11.2 =

3D FDSOI 95.1 105 5.94 9 2
Vertical NWFET 53.8 310.4 11.2 9 10
ReRAM versus CMOS 9 7.3 9 1.5 9 1 –
3D FDSOI versus CMOS 9 5.7 9 4.4 9 1.9 –
Vertical FET versus CMOS 9 10.2 9 1.5 9 1 –
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A monolithic 3D FDSOI integration process was then considered to embed
active devices into the back-end layers. Such a technology is of particular interest
for separating memory resources from the logic data paths in a reconfigurable
device. In this context, it is possible to optimize the circuit technologies separately
towards low-power or high-performance operation. Monolithic integration leads to
a high via density, which allows fine grain architecture partitioning over the layers.
To demonstrate the gain of the monolithic 3D integration, simple test structures
were designed. We demonstrated a simple LUT structure, which improves the area
by 29, the delay by 1.69 and the power by 29 compared to its 2D CMOS
counterpart. We also implemented a 3D cross point using two different configu-
ration circuits. We demonstrated that this circuit yields an improvement of 1.59 in
area, 1.69 in performance and 3.19 in power. This shows the benefits of the
FDSOI technology when coupled to monolithic 3D integration, when compared to
standard CMOS bulk.

Vertical NWFET has been finally assessed. This technology could be seen as
the ultimate evolution to 3D, since it allows the integration of vertically oriented
transistors. Thus, the designer can go beyond a stacked design of 2D devices, and
can distribute the active devices within the back end layer with a very small impact
on the front-end. This potential leads to the development of a smart back-end and
the generalization of 3D computing. In order to evaluate the interest of the tech-
nology, we performed a TCAD evaluation for a simple circuit, and showed an
improvement of 319 over CMOS in terms of area, while the delay is improved by
2.59 and the power by 149.

To conclude this chapter, these technologies appear promising for reconfigu-
rable circuit applications. Nevertheless, this kind of evaluation must be conducted
fairly, thanks to the use of generic benchmarking tools and a set of well-known-
application circuits. This evaluation will be the focus of the next chapter.
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Chapter 4
Architectural Impact of 3D Configuration
and Routing Schemes

Abstract In this chapter, the architectural impact of the 3D enhanced memories
and routing resources were carefully studied. The traditional FPGA architecture
was enhanced by the technologies presented in the previous chapter. The envisaged
technologies move devices in 3D. Devices can be passive (e.g. resistive phase-
change memories) or active (e.g. monolithic 3D integration or vertical NWFET).
Performance estimations were carried out by benchmarking simulations of the
improved FPGA architecture. The benchmarking tool is based on standard tools and
tuned according to the technological parameters. We showed that, implemented in
FPGAs, the resistive configuration memory node, coupled to the routing structure,
yields a delay reduction up to 51%, thanks to the reduction of dimensions and low
on-resistance of PCMs. This result was also reached by the vertical NWFET
technology, because of the ability to size a large transistor vertically without a large
impact on the projected area. In this case, the critical path delay may be reduced up
to 49% compared to the traditional scaled MOS. Regarding the area metric, the best
improvement was reached by the vertical NWFET technology with an improve-
ment of about 46%. Vertical NWFET technology allowed moving all the peripheral
circuits above the IC. By opposition, the PCM technology leads to a much tighter
area improvement of 13%. Indeed, this technology requires a large programming
transistor per node.Among the different technologies, we should remark that 3D
monolithic integration process yields in an area improvement of 21% on average
and in a delay improvement of 22% on average. Such a technology represents a
good trade-off process for short term micro-electronics evolutions.

In the preceding chapter, we proposed several approaches to enhance the perfor-
mance of routing and memory structures in standard fine-grain reconfigurable
architectures, using 3D integration techniques, where part of the circuits is stacked
above the conventional silicon layer. The use of resistive memories allows passive
memory devices to be placed in the back-end layers. For active devices, we
explored the use of monolithic 3D integration and vertical nanowire FETs, to
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respectively stack 2D FDSOI devices in a 3D scheme, and orient the active device
channels in the third dimension. We analyzed the improvement of routing and
memory blocks in terms of footprint, write time, data path resistance, etc. While
these alternative circuits have been shown of interest in terms of their intrinsic
properties, it is also mandatory to examine how they improve performance in a
complete environment. Hence, in this chapter, we will focus on real-life circuit
benchmarking, using FPGA architectures enhanced with the proposed approaches.
After describing the motivation for architectural evaluation, we will describe the
benchmarking toolflow that allows the evaluation. Then, for all the previously
introduced proposals, we present a specific organization and the results of the
benchmarking.

4.1 Motivation and Global Methodology

Research into emerging technologies is generally focused on devices and simple
circuits. Nevertheless, it is necessary to pursue the analysis and assess the amount
by which the use of a new technology can improve a complete application test
circuit. The cost actually required developing, stabilizing and ramping up a new
process can be justified only if circuit performance improvement is significant.
Estimating such performance gain at an early stage in technology development is
thus a critical step to channel work on emerging technologies.

In this work, we investigate reconfigurable logic applications, which are well-
suited to disruptive technology analyses, due to the high architectural regularity
(mirrored in the regular arrangements of emerging technologies), and high flexi-
bility, an important factor for fault-tolerant circuits in the context of unreliable
devices.

In this chapter, we then propose an assessment of the impact of the elementary
blocks designed earlier on the complete FPGA architectural scheme. Indeed, while
the individual block performance metrics are improved, it is necessary to check
their impact at the system level.

Thus, we will consider the conventional island-style FPGA scheme, according
to its description in Chap. 2. In particular, the logic part of the architecture is
formed by CLBs. The CLBs are built by ten BLEs of four-input LUTs. Twenty two
inputs connect the CLB to routing lines. Hence, we will replace the MOS routing
and memory elements by the proposed structures.

In order to evaluate the performance metrics, it is necessary to set up a
benchmarking toolflow. Part of the task of benchmarking is to ‘‘program’’ the
reconfigurable structure with a set of well-known circuits, which constitute a
representative sample of most application tasks the circuit has to perform. The
other part of the benchmarking task is to evaluate and compare several metrics for
each circuit. The most commonly used metrics are: the area used for logic and for
routing, and the critical path delay through the routing structures. Others can also
be added, such as power consumption, scalability, and robustness to name a few.
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4.2 Benchmarking Tool for FPGA-Like Architectures

A conventional FPGA benchmarking flow is described in Fig. 4.1. The toolflow
has been developed by the Toronto University [1], and is built around the
T-VPACK and VPR5.0 tools. T-VPACK handles the packing of the logic blocks,
while VPR5.0 handles the place and route of logic blocks in the island FPGA
scheme. The input to T-VPACK is a netlist of LUTs and FFs. Thus, the logic
packing operation consists of grouping the LUTs and FFs into BLEs, and then in
packing several BLEs into CLBs. This operation should take into account all
timing constraints. In particular, inter-CLB routing paths are faster than intra-CLB
ones, such that it is possible to find an optimal packing arrangement that allows the
connection delay to be globally improved. The netlist of CLBs, output from
T-VPACK, is input into the VPR tool. VPR starts by placing the CLBs onto the
island-style structure. The optimal position of the blocks over the grid is found
using a simulated annealing algorithm [2]. Then, connections between CLBs are
found using a pathfinder algorithm [2]. Obviously, all these steps use timing-based
metrics. Finally, VPR outputs several metrics such as the total area used by the
circuit and the critical path delay. To ensure the connection between the VPR flow
and standard BLIF benchmarks [3], the ABC tool performs the logic optimization,
the technology mapping onto a set of LUTs, and finally outputs the netlist of LUTs
and FFs that is used by the flow.

This toolflow was initially developed for architectural exploration in the context
of LUT-based FPGAs. It is therefore not possible to target an architecture that is
not based on LUTs. Nevertheless, it is worth pointing out that the VPR tool is
highly versatile in terms of architectural description, expressed in XML. The XML
file consists of several sections that specifically describe part of the FPGA area.
Hence, it is possible to specify the properties of the segment switches (i.e. the
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transistors that are used for routing), in great detail (albeit with a large number of
parameters). Thus, the architecture can be adapted quite easily to advanced routing
technologies, using this architecture fine tuning.

4.3 Resistive Memory-Based FPGA Performance

In the previous chapter, we proposed two circuits using resistive memories: the
configuration memory node and the switchboxes. In this section, we will assess
their impact on the FPGA architecture. First, we will draw a global view of the
improved FPGA structure and then will discuss the benchmarking results.

4.3.1 PCM-FPGA Architecture

The potential improvement of the FPGA scheme is twofold. Firstly, concerning the
configuration nodes, we propose to replace the area-hungry SRAM by a smaller
and more efficient circuit. While this replacement is expected to reduce the size of
the complete FPGA, it is also of high interest to take advantage of the low
on-resistance of ReRAM. A switchbox implementation has been proposed, which
uses resistive memories to replace the pass switches.

The PCM-based FPGA will use both of these proposals. Figure 4.2 gives an
illustration of the structure. Configuration nodes will be used to feed the multi-
plexer inputs of each LUT. Furthermore, since such a configuration node is able to
place a fixed logic level on a logic gate, it is also intended to be storage mechanism
for routing multiplexers, which can be found at every level. A multiplexer is used
in the BLE, in order to choose between the registered or the unregistered version of
the LUT signal. Multiplexers are also used at the CLB level for the local inter-
connect. Finally, routing multiplexers are used in the connection boxes to select
the signal to be connected to a CLB input. For all of these routing BLEs, the
proposed configuration node will be used instead of an SRAM. Finally, all
switchboxes will be replaced by the proposed PCM-based switchbox.

4.3.2 Methodology

To perform the evaluation, we used the standard FPGA benchmarking flow. A set
of logic circuits taken from the MCNC benchmark [3] were first synthesized using
the ABC tool [4]. We then performed the technology mapping with a library of
4-input LUTs (K = 4), also using ABC. We subsequently performed the logic
packing of the mapped circuit into CLBs with N = 10 BLEs per CLB and I = 22
external inputs using T-VPACK [5]. Finally, the placement and routing were
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carried out using VPR [5]. We synthesized the considered benchmark twice. The
first (conventional) design was based on SRAM-based LUTs and MUXs in a
65-nm bulk CMOS process, using a pass-gate design. In the second (experimental)
design, we replaced the SRAM cells in the LUTs and routing MUXs by PCMs. It
is worth pointing out that, in routing topologies, PCMs are placed on the data path.
Contrary to CMOS logic, which requires signal restoration, output buffers become
superfluous with PCM technology.

4.3.3 Simulation of Large Circuits

In order to study the impact of each contribution, we analyzed two variants: one
with an FPGA scheme improved by only the routing structures, and a second with
a complete improved arrangement.

4.3.3.1 Impact on the Routing Structures

In this first variant, PCMs have been introduced only in the logic data path of the
routing structures. We mapped the benchmarks onto both PCM- and SRAM-based
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FPGAs, and ran simulations to estimate the FPGA delay, as shown in Fig. 4.3.
These benchmarks show a delay reduction ranging from 38% to 51%, with 44% on
average. Hence the main benefits of using PCMs instead of SRAM cells are the
compact area of the cell and the lower internal resistance of data paths. As a matter
of fact, we extracted from our design kit the internal resistance of a pass-gate cell
which is of the order of the on-resistance of an n-type transistor (9.1 kX); while the
experimental results show that PCMs have a lower on-resistance that has been
reported close to 4 kX [6]. This makes the PCM-based switchboxes potentially
faster than the SRAM-based counterparts.

4.3.3.2 Impact on the Configuration Memories

We showed that the introduction of PCMs directly into the logic data path leads to
an improvement in delay. In this section, we also add the memory node to the
evaluation. Since routing is more compact than that of standard SRAM, we expect
an area reduction. We mapped the benchmark onto PCM- and SRAM-based
FPGAs, and ran simulations to estimate the FPGA area and delay. With respect to
the previous evaluation, we have added more benchmarks in order to achieve a
better test circuit diversity. We measured an area saving of about 13% on all our
samples, due to the decrease in area allocated to memory. The delay estimation is
depicted in Fig. 4.4, and shows a delay reduction ranging from 22 to 51%, with
40% on average. Here, the main benefits of using PCM-instead of CMOS-based
cells are the compact area of the cell and its lower internal resistance. Again, we
extracted from our design kit the internal resistance of a CMOS cell, of the order of
the on-resistance of an n-type transistor (9.1 kX); while the measurements show
that our PCMs have an on-resistance of 3.7 kX [6]. This makes the PCM-based

Fig. 4.3 Delay estimation for FPGAs synthesized with GST-PCM- and SRAM-based Switchboxes
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FPGA potentially faster than the SRAM-based counterparts, given the lower
resistive data path through the memory and the associated pass-gate MUX.
Further, the compact area of the cell allows for a reduction of the CLB size and
consequently a lower wire delay. The delay reduction due to smaller overall area is
however less significant than the delay reduction due to faster routing elements.

4.3.4 Impact of Technologies

We demonstrated with the previous simulations that the combination of the
switchbox design and the GST technology results in a significant delay
improvement. In the following, we showcase the impact of the PCM technology
type on the delay improvement. We remind the reader that other materials exist,
which may replace the GST as a phase-change material. These include GeTe and
GeTeCa%. Besides the difference in RESET current and time, the on-resistance
depends on the chosen material and it has an impact on the routing path resistance.
We simulated the delay of the FPGA benchmark with various resistance values
corresponding to different materials. We notice that the delay improvement is
linear with the decrease of the on-resistance. Figure 4.5 presents the simulation
results. However, the delay sensitivity is low: a decrease in on-resistance by two
orders of magnitude from about 4000 X to about 50 X causes a delay reduction of
only 5%. The reduction of the on-resistance of the switches decreases the inter-
CLB routing delay. In this situation, the intra-CLB routing delay becomes the
dominant contribution and a larger reduction of the external switches on-resistance
has no drastic impact.

Fig. 4.4 Delay estimation for FPGAs synthesized with PCM- and SRAM-based LUTs
and MUXs
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4.3.5 Discussion

In this section, we analyzed various performance metrics of a PCM-based FPGA.
Our first observation is that the highest gain in terms of delay comes from the
improvement of the routing structure. In fact, the reduction of the switch
on-resistance yields an improvement of 40% on average. The configuration
memory improvement is less significant and consists essentially of a reduction in
terms of CLB area. This reduction appears quite low, at only 13% on average.

These results demonstrate significant benefits through the use of this technology.
Indeed, it is worth pointing out that the technology is back-end of line compatible
with CMOS technology. This makes it remarkable for its low-cost properties, while
giving an improvement of 40% in delay.

We must also consider the limitation of the technology. Phase-Change mem-
ories require only a small amount of energy for their programming, which makes
them power efficient. However, since the phase-change mechanism is based on the
heat control of the material, the current density must be high. It is thus necessary to
drive a large current into the memory node through a wide programming transistor,
which remains costly in terms of silicon area. Furthermore, regarding the design of
the configuration memory node, we should notice that there is inherent leakage,
due to the off-resistance of the material, which must be kept as high as possible.

In order to retain the advantages of the modulated resistance, and mitigate the
limitations, it is possible to consider other kind of ReRAM technologies. For
example, it is worth noticing that Oxide-based memories could be programmed
with a smaller current [7], while Conductive-bridge memories demonstrate a high
Roff value [8].

Fig. 4.5 Variation of the
FPGA critical path delay with
the PCM on-resistance (delay
averaged over the whole
benchmark set)
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4.4 3D Monolithic Integrated FPGA Performances

In the preceding chapter, monolithic 3D FDSOI basic blocks have been designed.
In particular, memories were integrated on top of logic circuits. These blocks have
been studied in comparison to standard FPGA blocks. In this section, we will
assess the performance of a complete FPGA circuit, built in a 3D manner.

4.4.1 Overall FPGA Architectural View

In a CMOS FPGA, memories are found throughout the logic. Indeed, configuration
memories are used to drive the LUT inputs, as well as to configure all the routing
multiplexers. In the following FPGA evaluation, we will use the LUT scheme
proposed in Sect. 3.3.3.2. As already stated, routing multiplexers can be found at
each hierarchical level, from the BLEs to the Connection Boxes. Each routing
multiplexer structure will use a top memory driving the configuration path of the
multiplexer. All the switchboxes will use the scheme shown in Sect. 3.3.3.3.
Figure 4.6 depicts a final view of the envisaged FPGA organization.
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4.4.2 Methodology

The methodology is in principle the same as that described in Sect. 4.3.2. The
standard FPGA benchmarking flow will be used to map a set of logic circuits taken
from the MCNC benchmark [3]. Optimal sizing for the FPGA will be used with
K = 4, N = 10 and I = 22 [9]. As already stated, the envisaged technology may
enhance the logic block organization and the routing part. Thus, parameters are
adapted accordingly in the architecture description files. The technology node
under consideration for the elementary block sizing and performance evaluation is
a 65-nm bulk CMOS process.

4.4.3 Simulation of Large Circuits

4.4.3.1 Monolithic 3D Integration Impact on Global Area

We mapped the benchmark in Bulk and monolithic 3D integrated FDSOI FPGAs,
and we simulated the FPGA area. The area estimation is normalized and shown
in Fig. 4.7. The benchmarks in Fig. 4.7 show an area reduction ranging from
20 to 25%, with 21% on average. The main benefit of using the 3D integration
technology is the smaller impact on memory circuits on the area. Memories cir-
cuits are placed on top of the FPGA structure, while all the data path circuits are
placed above. Nevertheless, since the top transistors are directly stacked above the
bottom silicon layer, the circuit suffers some loss of performance in terms of
routing. Indeed, the top transistors are impeding the connections between bottom
transistors and the first metal layer. To improve the quality of routing and find the
optimum routing organization, it is of interest to study the best trade-off in terms of
internal metal layers.

4.4.3.2 Monolithic 3D Integration Impact on Critical Path Delay

The delay estimation with respect to the benchmark circuits is shown in Fig. 4.8.
We can observe a delay reduction ranging from 10 to 45%, with 22% on average.

The main benefits of using the 3D FDSOI instead of standard Bulk are twofold.
First, the intrinsic performance of FDSOI compared to bulk contributes to speed up
the gate delay and thus reduce the computation time. Second, the reduction of
routing area, as well as logic area, leads naturally to a reduction of routing wires.
Shorter routing wires will be driven more efficiently, besides the fact that they will
be controlled by drivers with improved output conductance. This makes the 3D
integrated FPGA potentially faster than its standard Bulk counterparts.
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4.4.4 Discussion

Monolithic 3D integration appears to be an interesting technology from two
aspects. First, it is currently reaching industrial maturity, which makes suitable for
consideration for upcoming generations of reconfigurable circuits. In particular, it
allows reductions in both the area of the global circuits and the critical path delay.
The intrinsic performance of the FDSOI process is able to improve the speed of
logic blocks, as well as the strength of the driver lines for routing resources.
Furthermore, the integration on two layers clearly shows a reduction in the

Fig. 4.7 Area estimation for FPGAs synthesized with standard bulk circuits and monolithic 3D
integrated FDSOI circuits

Fig. 4.8 Delay estimation for FPGAs synthesized with standard bulk circuits and monolithic 3D
integrated FDSOI circuits
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dimensions. Monolithic 3D integration is able to reach a high via density and high
alignment accuracy. This means that it is possible to interconnect the various
layers with the finest granularity, and thus optimize the circuit area. Nevertheless,
the bottom and top layers are highly correlated. In particular, the active regions are
very close, which means that significant coupling is expected between the layers.
However, this coupling has never been studied and must be investigated in terms
with silicon experiments and models. Furthermore, the simplest 3D process stacks
the active silicon sequentially before processing the back end layers. This means
that connectivity between the bottom transistors will impact the top transistors as
well, and may lead to a non-optimum stacking of the transistors. This means that
the 3D design is not a simple stacking of cells designed separately, but must be
done directly at the layout step. It is thus necessary to consider creating real 3D
cells, and optimized functions using the proposed scheme. From the technology
perspective, it is also possible to integrate one layer of metal between the two
active layers, and in the future, it will also be possible to integrate several layers
between the active regions. This will improve the layout capabilities and lead to a
smaller footprint. Further investigations will be required to find the optimal
number of internal metal layers required for an efficient layout scheme.

4.5 Vertical NWFETs-Based FPGA Performances

The vertical NWFET technology opens the way towards a smart routing back-end.
This is obviously of high interest for FPGA applications, where a large number of
switches are required to route the signals from one side of the circuit to another.
The use of vertical active devices will lead to more compact routing resources.

4.5.1 Real 3D Routing for FPGAs

The technology is intended to improve the FPGA routing resources, by pushing
them into the third dimension. Routing resources are realized by several sub-
circuits. Connections between segments are proposed to be realized by the smart
via scheme proposed in Sect. 3.4.3.1, and which intends to realize a configuration
via between two metal layers. In segment connections, we will consider the
simplest case where a single transistor is used between two metal lines. Switch-
box cross point nodes will be realized as proposed in Sect. 3.4.3.3. Indeed, a
6-transistor scheme is used for the cross point, while the SRAMs are realized close
to the node in a back-end logic scheme. Finally, it is worth noticing that every
buffer required (for signals or for clocks), will be realized directly in the back-end,
using the logic gates proposed in Sect. 3.4.3.2. This integration is very relevant to
our considerations, since it appears inefficient to connect a signal every time to its
front-end buffer, before coming back to the metal line.
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In the proposed organization, the connection boxes and logic blocks remain in
the front-end levels. Thus, we expect to distribute equally the complexity between
the circuits implemented in front-end and those moved in back-end.

Figure 4.9 gives an overview of the final FPGA scheme, based on the Vertical
NWFET technology.

4.5.2 Methodology

In this evaluation, the methodology is again the same as that of Sect. 4.3.2 and
Sect. 4.4.2. Since the technology ‘‘only’’ improves the routing resources, we adapt
the architecture file accordingly. The performance of each elementary block in the
back-end uses the numbers extracted from TCAD simulations directly.

4.5.3 Simulation of Large Circuits

Simulations have been carried out by mapping the benchmark to SRAM-Bulk and
the vertical integrated FET scheme proposed above. We thus evaluate the area and
the critical delay. We measured, relatively to 2D CMOS FPGA, an area saving of
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about 46% on all our samples. This number is due to the decrease of the area
allocated to routing. Indeed, the technology is able to place the pass-transistors
inside the back-end layer with a very small front-end projection. The delay esti-
mation is shown in Fig. 4.10. The benchmarks show a delay reduction ranging
from 37 to 48%, with 42% on average.

In fact, with the proposed integration process, it is possible to realize large
transistors with very low front-end projection and with very good electrostatic
channel control. In fact, the Gate-All-Around structure leads to the existence of a
channel controllable from all points on the circumference of the wire. As such, for
a small diameter d, it is possible to achieve a large effective transistor width (pd).

4.5.4 Discussions

The presented technology is suited for reconfigurable applications, since it yields
significant reductions in circuit area and critical path delay. However, only large
transistors ([100 nm diameter) are currently manufacturable with this technique.
While this first appears to be contrary to the general tendency of scaling, it is in
fact not a constraint from a design perspective. In fact, large transistors exhibit
good performance levels and can be used as high performance switches, while at
the same time they can be realized with a low front-end silicon area. This leads
directly to an improvement of area and delay.

The presented results are of interest both for circuit design and for technology.
While the technology is not mature enough for mass production, we have used a
predictive evaluation methodology to study its impact in a full application envi-
ronment. The results achieved helps to conclude that it is not always necessary for
technology to reach the most advanced scaled dimensions. It is thus preferable to
converge through a reliable solution for mass production, in terms of variability,

Fig. 4.10 Delay estimation
for 2D and 3D FPGAs
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clean room compatibility … Feeding back conclusions to the technologists is also
a significant achievement for the methodology.

In this thesis, we focus on FPGAs. Nevertheless, it is worth noticing that this
proposal should not be limited to this application only; complex 3D ASICs can
also be envisaged. Figure 4.11 shows how the technology could be used to stack
several layers of standard cells and make them share the same space as routing
layers. In this way, routing layers could then not be used entirely and include some
areas where routing is not allowed. Back-end logic is a promising technology for
numerous applications, but several questions remain open concerning EDA tools
with 3D technology. These questions have been heavily researched for 3D TSVs
[10]. It is potentially possible to make use of the available tools for coarse-grain
circuits and extend them to the fine granularity of this approach.

Finally, we could also expect to use other real 3D technology to fulfill the role
of a vertical switch. In this way, it is possible to use vertical Nano-Electro
Mechanical Systems (NEMS), with nano-relays realized vertically [11]. This
technology is even more promising than the FET one, thanks to the very good on/
off resistances of NEMS.

4.6 Discussion

Table 4.1 gives a summary of the gain observed through the use of the different
technologies. We should note that the best results are obtained by the vertical
NWFET technology for the area, with a gain of 46%, and by the PCM resistive
memories for the critical path delay with a gain of 44%.

In terms of area, the vertical NWFET technology is the most compact in terms
of implementation of routing resources. Indeed, the possibility to move most of the
active volume into the third dimension leads to a large reduction in the front-end
cell area. The impact on the whole circuit is thus of around 46%. The Monolithic
3D integration process has a similar effect. Nevertheless, it only stacks layers of
2D transistors. Thus, the impact of a cell is much greater than the real 3D
implantation. Furthermore, conversely to the monolithic 3D process, the vertical
FET integration is able to place the transistors above with a very small front-end
impact, but it is also possible to choose the vertical placement of the transistors.

Traditional 2-D Cells 

3-D Cell 
Interconnect 

3-D Cell Fig. 4.11 Illustration of
the 3D and 2D cell
co-integration
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This means that it is possible to address the question of metal line layout with this
technique in a relatively simple way. In monolithic 3D, some techniques can be
considered, such as several intermediate metal lines, but these solutions still suffer
from technological issues in terms of process temperature budget. Finally, the
PCM gives only an improvement of 13%, which is due to the fact that all PCM
circuitry needs to be addressed during its programming. While the PCM pro-
gramming requires a large amount of current, the remaining access transistor is
large, and leads to a loss in terms of gain. Other resistive memory technologies
might be envisaged to overcome this limitation.

In terms of critical path delay, the best gain is achieved by the PCM imple-
mentation with a gain of 44%, while the vertical NWFET implementation is very
close with 42%. Delay in FPGA data paths depends linearly on the on-resistance of
the programmable switches, which means that the smaller the resistance, the better
the gain in delay. The proposed PCM structure places a resistance memory directly
into the data paths. Its on-state resistance is lower than standard silicon transistors,
and this leads to the reduction of delay. Vertical NWFET transistors are naturally
large, due to their realization in the metal layers. These large transistors exhibit
good electrical properties, which makes them able to work as high performance
switches, correlated to the on-state of the switch and good delay reduction. Finally,
it is worth noticing that monolithic 3D improves the delay by 22%. Even if it this
figure is lower than that of the two other technologies, the gain is significant. It is
due to the good electrical properties of FDSOI, linked with the reduction of routing
wires along the circuit.

Other metrics might be envisaged in the future. In particular, the analysis of
power consumption of the whole proposed FPGA should be another comparison
objective. However, this requires power models of the architecture and specific
tools, such as in [12]. Nonetheless, we could imagine that a solution based on high
performance complementary logic, such as vertical NWFET, will lead to the lowest
power consumption. On the opposite, RRAM technology is purely passive and will
contribute to leakage (impact of low Roff) and resistive losses (in the data path).

4.7 Conclusion

In this chapter, we explored the impact on the FPGA architecture of the tech-
nologies introduced in the previous chapter. The evaluated technologies are
expected to improve the routing resources of FPGA, thanks to the use of the third

Table 4.1 Architectural
evaluation summary

Total area
gain(%)

Critical path delay
gain(%)

PCM 13 44
Monolithic 3D 21 22
Vertical NWFET 46 42
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dimension. In the context of a conventional FPGA architecture, we benched well-
known circuit functionalities using the improved structures and compared the
results with respect to traditional CMOS counterparts. We have seen that the best
results are obtained by the PCM technology for the critical path delay with 44% in
gain, thanks to its low on-resistance value. The vertical NWFET technology
improves the area by about 46% and the critical path delay by 42% respectively.
These improvements are due to the extremely promising performance levels of this
high-performance and fully 3D technology. Finally, we should also remark that
monolithic 3D integration yields an improvement of 21% in area and 22% in
critical path delay. This relatively mature technology thus represents a good trade-
off for several performance metrics.
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Chapter 5
Disruptive Logic Blocks

Abstract In this chapter, emerging technologies will be used to create disruptive
elements for Field Programmable Gate Arrays. We focus mainly on the combi-
national function blocks, in order to improve the computing performance of future
reconfigurable systems. We propose to study the use of an ambipolar carbon
electronics process and two different silicon nanowire crossbar processes. Carbon
electronics, and especially the Carbon Nanotube Field Effect Transistor, exhibits
the property of ambipolarity, which means that n- and p-type behaviors are
achievable within the same device. It thus becomes possible to obtain a device
with tunable polarity, thanks to the addition of a second (polarity) gate to the
device. This novel programmability of CNFETs is leveraged in a compact in-field
reconfigurable logic gate and in a new approach to designing compact dynamic
logic gates. We then propose the use of a sublithographic silicon nanowire
crossbar process. It is worth noticing that using the crossbar organization helps to
compact the dimensions (up to 69) required by the logic circuits. Nevertheless, a
technological process build around a sublithographic arrangement of nanowires is
highly unreliable, and its feasibility remains uncertain when considering all the
access contacts. In order to correct the lack of manufacturability of the sublitho-
graphic crossbar process, we propose a variant on this crossbar process. This is
realized on a modified Fully Depleted Silicon-On-Insulator process, and enables
the construction of circuits in a crossbar scheme with lithographic dimensions.

In the previous chapter, we focused on improvements of the routing and memory
parts of the FPGA architecture. While these improvements are relevant to solve
many issues in FPGAs, the proposals can still be considered only to be incremental
improvements of the conventional structure. It is thus of interest to consider the
limitations of FPGAs more carefully. Indeed, in an FPGA architecture, only 14%
of the area is used for logic blocks, while the entire chip is occupied mainly by
‘‘peripheral circuitries’’ [1].

P.-E. Gaillardon et al., Disruptive Logic Architectures and Technologies,
DOI: 10.1007/978-1-4614-3058-2_5,
� Springer Science+Business Media New York 2012
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Logic blocks are the core of computation and thus the architecture could be
considered to be inefficient with respect to the ratio between computing and
periphery. We will therefore try to explore another direction for the architecture. In
this chapter, we will work on the elementary logic block, as it is the foundation of
the entire architecture.

5.1 Context and Objectives

As introduced, we focus in this chapter on logic blocks. The main objective is to
provide new seeds for basic logic in reconfigurable architectures. These seeds will
serve to build new architectural schemes in Chap. 6.

To work in this direction, we intend for each block to be disruptive as compared
to conventional technology. We define the disruptiveness as a gain of around 10x
with a combination of area/performance/power metrics.

Two principal hypotheses/requirements must be formulated for this goal.
Firstly, the disruptive blocks must be designed in an ‘‘architecture-friendly’’

manner, meaning that the blocks must be adapted to the architectural arrangement.
This implies, for example, that a compact block which requires a large amount of
extra circuitry is not suited for large applications. To illustrate this aspect, we
consider diode logic [2], which needs signal restoration after each computing block.
So even if the logic element is small compared to an equivalent MOS, the number
of additional output buffers required to ensure correct logic behavior can lead to a
significantly reduction in the overall area gain. In the same way, logic blocks should
minimize memory requirements since, similarly to the preceding discussion,
additional memory leads to an increase in overhead. Further, the memory logic
levels should also be suited to the logic.

Secondly, the design must be feasible from a technology point of view, and
moreover be adapted to the strengths and weaknesses of the fabrication process.
First of all, it seems quite fundamental that the envisaged technologies should
remain compatible with standard CMOS processes. It is clear that semiconductor
companies must amortize the cost of current existing processes and will not
abandon their facilities and equipment. Due to this, any proposal must be com-
patible with clean room facilities by, for example, avoiding the use of gold as a
catalyst. All technological assumptions in this chapter are thus driven by analyses
from industry technology department capabilities.

Several emerging devices have been proposed during the last decade, which
exploit various physical phenomena and properties. In this chapter, we consider two
principal means of improvement of circuit performance: the use of improved device
functionality and/or the use of increase in device integration density.

The first direction is based on the improvement of device functionality. Here we
consider in particular Double-Gate Carbon Nanotube Field Effect Transistors
(DG-CNFET), which can be configured to n-, p- or off-type devices depending on the
polarity-gate voltage. Such device ambipolarity is of benefit for complex logic
designs. Indeed, this property will be explored to build a dynamically reconfigurable
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logic cell. Then, the use of in-field reconfigurability will be generalized to dynamic
logic circuits.

The second direction is based on the improvement of elementary device inte-
gration density. Based on realistic assumptions, a regular process can be used to
obtain high integration density, through a variety of different processes. We will
examine the sublithographic integration of devices and, based on the NASIC
approach [3], we will derive it to implement simple cells, rather than complex
circuits. The integration of simple cells changes some paradigms of the NASIC
approach, but is motivated from a technological point of view. In order to compare
fairly the approach with elementary reconfigurable system gates, we use a mul-
tiplexer gate as baseline logic cell. The technological assumptions are mainly
based on speculative bottom-up arrangements of sublithographic wires. Thus, in
order to simplify the hypotheses, we will move in a second approach from
crossbars to a sublithographic process integration. An innovative process, derived
from Fully Depleted Silicon-On-Insulator (FDSOI), will be proposed. A layout
methodology for logic cells using the technology will also be described. Finally, an
optimization of the technology will be done by considering the global performance
of the gate.

5.2 On the Use of Ambipolar Carbon Electronics

5.2.1 Introduction

Since the discovery of Carbon Nanotubes (CNT) in the early 1990s [4] and the
first isolation of a graphene sheet in 2004 [5], carbon electronics has witnessed a
growing interest. In particular, the study of the intrinsic properties of carbon and its
potential application to microelectronic devices has been of high interest.

Carbon nanotubes, which usually consist of a single sheet of carbon rolled up to
form a seamless tube [6], possess exceptional electrical properties such as high
current carrying capability ([109 A/cm2) [7] and excellent carrier mobility
(9,000 cm2/V s) [8]. Due to the small diameter (*1 nm), nanotubes are ideal
candidates to provide One-Dimensional (1D) electrical transport. Ballistic trans-
port, even at room temperature, has been demonstrated over short distances
(kMFP & 700 nm) [8]. It should however be noted that only carbon nanotubes
built from a single layer of carbon (single-wall carbon nanotubes) can behave as
semi-conductors. Multiple-wall carbon nanotubes are composed of a number of
coaxial single-wall nanotubes. High-performance electronics applications only use
single-wall tubes, due to their small size and good semiconducting behavior.

Graphene is a monolayer of carbon atoms in a honey-comb lattice with unique
electronic properties [9]. With a high saturation velocity (5.5 9 107 cm s-1) [10],
graphene is considered to be a very promising candidate for high frequency
applications. In addition, the ultra-thin body thickness of graphene offers ideal 2D
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electronics channels for the ultimately scaled down device. Recently, cut-off fre-
quencies in the gigahertz range have been demonstrated in top-gated graphene
transistors built on exfoliated single-layer graphene sheets [11, 12], and on few-
layer graphene grown on SiC substrates [13]. Epitaxial growth has been investi-
gated in particular to produce wafer-scale, high-quality graphene [14]. Such
techniques are compatible with all traditional lithographic patterning techniques to
build the electronic circuits, following on from traditional circuit fabrication
processes. Nevertheless, the graphene material is a semi-metal, meaning that it has
no gap and thus no semiconducting behavior. One way to introduce a band gap is
to confine electrons by patterning a 2D graphene sheet into a narrow ribbon
(\10 nm), better known as a Graphene NanoRibbon (GNR) [15, 16]. Another way
to modify the band structure of graphene is to stack two mono-layers to form a
bi-layer which has a semiconducting band structure with zero band gap [17]. This
band gap can be additionally tuned by creating a potential difference between the
two layers [18, 19].

In addition to their promising performance levels, it is worth highlighting that
carbon technology is ambipolar. This means that a transistor can conduct for both
positive and negative gate voltages. Traditionally, this kind of behavior is not
suited for micro-electronics applications, where unipolar devices are required.
While technologists are working on masking this property, it is also interesting to
examine this property at the circuit level to assess opportunities with such ambi-
polar devices. In [20], a single carbon nanotube field effect transistor with a
resistive pull-up to the power supply was used in order to implement a dynamic
XOR logic gate. Further, ambipolarity can be controlled by adding a second
control gate, such that it becomes possible to obtain a single functionality-
improved device with a tunable polarity [21].

In this section, we will focus on carbon technology, and in particular on the
control and efficient use of ambipolarity.

5.2.2 CNT-Based Device Properties and Technological
Assumptions

5.2.2.1 Device Physics

Most Carbon Nanotube Field Effect Transistors (CNFETs) studied so far demon-
strate an ambipolar characteristic [21], i.e. conduction for both positive and
negative gate voltages. Indeed, conversely to a conventional Metal Oxide Semi-
conductor Field Effect Transistor (MOSFET), switching of a CNFET is dominated
by the modulation of Schottky barriers formed at the nanotube/metal contacts [22].
Since carbon nanotubes are intrinsically ambivalent, meaning that both electrons
and holes can flow through the structure, the height of the Schottky barriers allows
the selection of the carrier conduction. At sufficiently negative (resp. positive) gate
voltage, the Schottky barrier is sufficiently thinned to enable hole (resp. electron)
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injection from the source (resp. drain) contact into the nanotube. In the behavior of
a FET, these barriers are not desirable because they reduce the controllability of the
device. Several works have been proposed to improve the contact quality. In [23], a
graphitic wet layer is used to improve the contact between metal and nanotube.

In [21], another approach is taken. Instead of eliminating the ambipolarity of
the devices, a dual-gate approach is introduced. The dual-gate creates pure n- and/
or p-type devices with excellent off-state performance, simply by using electro-
static control on the carriers. Figure 5.1a depicts the device cross section of a
Double-Gate CNFET (DG-CNFET) structure. The DG-CNFET possesses an
additional Al gate electrode placed underneath the nanotube between the source
and drain contacts. In the design, the Al gate is the primary gate that governs the
electrostatics and the switching of the nanotube bulk channel. The Schottky bar-
riers at the nanotube/metal contacts are controlled by the Si back gate (substrate).
Using this structure, it has been shown that electrostatic doping effects may be
used to eliminate ambipolar characteristics and to obtain a transistor possessing a
tunable polarity (n or p). This p-FET and n-FET behaviour of the dual-gate
CNFET can be understood by the schematic band diagrams shown in Fig. 5.1b.

For a sufficiently negative (resp. positive) Si gate voltage, the Schottky barriers
are thin enough to allow for hole (resp. electron) tunnelling from the metal con-
tacts into the nanotube channel. Thus, regions A (Fig. 5.1) become electrostati-
cally doped as p-type (resp. n-type), resulting in a p/i/p (resp. n/i/n) band profile
that allows only hole (resp. electron) transport in the nanotube channel. The dual-
gate CNFET is switched on and off by varying the Al gate voltage that alters the
barrier height for carrier transport across region B. In this configuration, regions A
serve as extended source and drain, and the device operates similarly to a con-
ventional MOSFET through bulk-switching in region B.

(a) (b)
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Fig. 5.1 a Schematic cross-sectional diagram of a DG-CNFET [21]. b Band diagrams of the
structure (Left Vbg-s \ 0, and right Vbg-s [ 0) [21]
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5.2.2.2 Technological Assumptions

In [21], the authors used an integration process based on a generalized and
common back-gate electrode. This process is simple for research and character-
ization purposes, but implies a global and shared back-gate for all the devices.
However for circuit design, the principal advantage of the device is its unique in-
field reconfigurability, meaning that each back-gate needs an individual control.
The proposed process flow ensures individual back-gate access.

The process is based on Silicon-On-Insulator (SOI) wafers. In this process, it is
possible to build silicon mesas (i.e. islands of silicon surrounded by oxide) to
realize the DG-CNFETs back-gate. The individual control requirement will thus
be guaranteed. The final device is shown in Fig. 5.2.

The expected technology process is based on a realistic and CMOS-compatible
process flow. Starting with a SOI wafer, where the silicon-on-insulator layer will
be used as back-gate, N++ doping (or NiSi salicidation) can be realized to ensure a
good conductivity of the back electrodes. SiO2 is subsequently deposited as back-
gate oxide, and intrinsic carbon nanotubes are transferred on top of this [24]. Then,
the gate oxide (HfO2) and the metal (Al) of the top gate are deposited and pat-
terned. Then, the active area and the back gate are defined by SiO2 and Si etching
respectively. Subsequently, the metal is sputtered onto the contacts to drain, source
and both gates.

Using the previously defined process flow, we consider the layout requirements
for our DG-CNTFET device. The expected layout is shown in Fig. 5.3. This layout
corresponds to parameterized-cell requirements and follows a standard industrial
back-end rule set.

SiO2

Si N++
SiO2

BGAl

FG

S D
HfO2

Fig. 5.2 DG-CNFET device
schematic using the proposed
process-flow and showing the
source (S), drain (D), front-
(FG) and back-gate (BG)
contacts

Back-gate

Front-Gate

CNT

Active area

Metal 1

Fig. 5.3 DG-CNTFET
device layout
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5.2.3 Functionality Improvement: In-Field Reconfigurability

The in-field reconfigurability property of the DG-CNFET increases the function-
ality of circuits at the device level. It is thus possible to build compact logic cells
using the in-field reconfigurability property. A dynamic reconfigurable logic cell is
presented in Fig. 5.4a. The cell is based on dynamic logic and is composed of
seven DG-CNFETs organized into two logic stages: logic function and follower/
inverter. A four-phase clock signal set is used to perform the logic operation, and
consists of two precharge inputs (PC1, PC2) and two evaluation inputs (EV1, EV2).
The signals are non-overlapping as in classical CMOS dynamic logic gates. The
polarities (n-type/p-type) of DG devices T1, T2 and T3 are controlled by the
corresponding back-gate bias voltages VbA, VbB and VbC, as previously explained.
The cell may thus be configured to one of fourteen basic binary operation modes,
as shown in Fig. 5.4b. In this cell, there are seven inputs and one output:

• two Boolean data inputs A and B (The logic levels are represented by the supply
voltage values Vdd and Gnd);

• three control inputs to configure the circuit according to Fig. 5.4b (Back-gate
bias voltages are according to the tuned control values);

• the clocking signals PC1, PC2, EV1 and EV2;
• the circuit output Y.

Figure 5.5 illustrates how this logic gate works. When VbA = VbB = VbC

= 1 V, CNFETs T1, T2 and T3 are all configured as n-type FETs. When PC1 is
enabled, the first stage is pre-charged, and the voltage of the internal node C (Vc) is
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Fig. 5.4 a Transistor level schematic and b configuration table for CNT reconfigurable cell [25]
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discharged to 0 V. If for example either of the data inputs A or B = logic ‘1’, then
when EV1 is enabled, the first layer evaluates its output such that the internal node
C is set to logic ‘1’. Then PC2 is enabled (pre-charge of the second stage), and the
output Y is charged to logic ‘1’; and when EV2 is enabled, the output Y is eval-
uated to logic ‘0’. In fact in this configuration, the only situation where C is not set
to logic ‘1’ and Y therefore evaluates to logic ‘1’ (since T3 is off) is when both
A and B = logic ‘0’. This means that for VbA = VbB = VbC = 1 V, the cell is
configured as a NOR gate.

5.2.4 Performance Evaluation

The cell presented above promises circuit compactness for reconfigurable appli-
cations. We will now assess the performance of the in-field reconfigurable gate and
compare it to the equivalent CMOS counterpart.

5.2.4.1 DG-CNFET Evaluation Methodology

In order to evaluate the performance of the DG-CNFET reconfigurable logic cell,
we investigate the area, delay and power consumption. The area will be extracted
considering its layout in a 22-nm lithographic node. The choice of this extrapo-
lated node is due to the fact that this solution has been estimated for middle-term.
Since the logic cell is dynamically clocked, the maximal performance is controlled
by the maximal clock frequency reachable. The performance and the power
consumption of the DG-CNFET cell were computed by electrical simulations. The
simulations are run with the help of a unipolar CNFET model [25].
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Fig. 5.5 Reconfigurable logic gate waveforms in NOR configuration [25]
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This approximation is valid since the back-gate voltages remain only DC. How-
ever, the model did not take the DG-CNFET intrinsic parasitics into account.
Hence, parasitic values were extracted from the layout and the netlist has been
corrected accordingly. Simulations have been conducted using different load
values for performance evaluation, while a fan-out-of-four (FO4) load has been
chosen for the power consumption evaluation.

5.2.4.2 Silicon CMOS Performance Evaluation Methodology

In order to evaluate in an objective manner the performance of the advanced
DG-CNFET technology, we will consider the use of an advanced lithography node
of 22 nm (i.e. the expected equivalent silicon technology node that will be
available when CNT technology will be mature enough for industry). To perform
this evaluation, we will extract the metric values from a well-established 65 nm
technology and extrapolate it, as explained in Table 5.1.

Considering reconfigurable logic architectures, the cell is compared with a
standard LUT4:1 as used in actual FPGA systems. A standard MUX4:1 is con-
sidered to implement the equivalent CMOS circuit. The performance metrics of
the MUX4:1 will be used to illustrate the methodology.

5.2.4.3 Simulation Results

Table 5.2 summarizes this comparative study. The estimated size of a CMOS
MUX at the 22 nm node is 1.19 lm2, while the DG-CNFET cell area is 0.39 lm2.
This gain of 3.19 can be explained by the significant reduction in the number of
transistors, from 26 for a standard MUX to only seven with the in-field recon-
figurable cell.

With regards to timing, the DG-CNFET cell demonstrates lower performance
values than the CMOS equivalent cell (with all parasitics considered). This is
counter-intuitive, considering the intrinsic properties of carbon electronics: (i) that
the good electrical transport of carbon should increase the device speed, and (ii)
that the size reduction of the elementary cell should reduce the parasitics. While
both factors should lead to an improvement in the performance metrics, the
comparison in fact considers a static (CMOS) logic cell and a dynamic
(DG-CNFET) logic cell. The comparison is thus not completely valid; however it
is justified by the fact that dynamic logic is used to compact the cell and to
compete with standard FPGAs. Nevertheless, this does lead to an increase time
delay, due to the four clock phases used to charge and discharge the capacitive
nodes.

This could be improved by using transistors with much higher drive strength. In
fact, in the simulation, the DG-CNFET transistor is built with a single nanotube as
the channel material. In this context, it seems reasonable to envisage the use of
multiple CNTs per transistor, where each CNT contributes to the transistor
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channel. Using multi-channel transistors will result in a higher Ion value, which
accelerates the charge and discharge of all the gated stages (with of course cor-
responding impact on power consumption figures).

Table 5.1 CMOS metrics scaling methodology

Area Area is measured using the layout view, and then extrapolated to the target
22 nm technology node. The scaling factor used is
KAreaðx nm! y nmÞ ¼ x

y

In the 65 nm ? 22 nm case (i.e. 3 technological generations following a
scaling factor between generations of

ffiffiffi

2
p

):

KArea � 2:95 �
ffiffiffi

2
p
� �3

and area is scaled down according to
K�2

Area.
Performance To evaluate the maximal achievable performance, the intrinsic delay and load

influence factor of the operator must be extracted with respect to the
parasitic devices.
Estimation of the delay in CMOS MUX is done using a 65 nm standard
cell, and the data are then extrapolated to the 22 nm node. The scaling
factor used, based on data taken from the ITRS [48], is:

KDelayðx nm! y nmÞ ¼ ITRSOn�Chip Local Clockðx nmÞ
ITRSOn�Chip Local Clockðy nmÞ

In the 65 nm ? 22 nm case, the factor used is
KDelay � 1:95,
and delay is scaled with
K�1

Delay.

Power
consumption

The predictive evaluation of power consumption evaluation depends on the
target load, the associated architecture, configuration details and frequency.
An FO4 load has been chosen for the purposes of evaluation. The procedure
for the evaluation of CMOS needs extrapolation.
First, an evaluation is performed, through simulation, using a 65 nm
standard cell at a frequency compatible with this technology and
normalized with respect to the frequency.

PHzðx nmÞ ¼ PEvalðx nmÞ
f ðx nmÞ

Then, this normalized power figure is scaled to the extrapolated node.

PHzðy nmÞ ¼ PHzðx nmÞ
KPowerðx nm! y nmÞ

The determination of the scaling factor is quite complex, due to the lack of
data on power evolution. In fact, power consumption of a circuit can be split
into three contributions: the dynamic power (a.f.C.Vdd

2 ), the static power
(Vdd�Ileak) and the short-circuit power. These contributions follow different
trends which do not evolute according to the Moore’s Law anymore.
Nevertheless, while it is clearly impossible to consider that this factor is
close to the area scaling factor for such an advanced technology node, some
degree of correlation can be found with the frequency scaling factor,
evaluated using the ITRS. We thus (somewhat arbitrarily) assume that
KPower � KDelay � 1:95
Finally, denormalization to the targeted frequency is computed
Pðy nmÞ ¼ PHzðx nmÞ:f ðy nmÞ
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Regarding the power estimation figures, we can observe that the cell improves
the figures by an average of 29 compared to CMOS.

Regarding the two opposing results (performance and power), we must consider
the Power-Delay Product (PDP). The PDP is improved by only 6% compared to
CMOS technology. In fact, the power consumption is essentially due to the
dynamic power contribution. Hence, it depends mainly on the frequency and the
load (and parasitic capacitances). Due to the lithographic size of the transistor,
the various capacitances of the devices are mostly the same, and this leads to an
equivalent PDP.

5.2.5 Dynamic Logic Circuit Improvement

The DG-CNFET ambivalence property has been exploited in previous work to add
some reconfigurability to logic cells, while transistor count is maintained low. In
this section, we propose to extend the use of the back-gate reconfigurability and its
associated states (n, p, off) to improve the structure of dynamic logic cells.

5.2.5.1 Concept

Compact logic cells can be realized using dynamic-logic [26]. This allows, as in
conventional CMOS technology, to reduce the number of transistors (and therefore
the complexity) by a factor of almost two for each function, with respect to static-
logic implementation. This reduction can be explained by the elimination of the
p-type pull-up network and replacement around the pull-down network by two
clocked transistors for precharge and evaluation. The generic scheme for dynamic
logic is shown in Fig. 5.6a.

The DG-CNFET off-state is used to reduce complexity. The off-state corre-
sponds to a transistor that is never on whatever the state of the front-gate is. We
will use this property to merge the evaluation transistor directly with the function
paths.

The programmable polarity allows us to eliminate all input inversion circuitry.
Effectively, the polarity of the transistor might be chosen in order to select whether
the front-gate signal should be considered directly or as its complementary value.
The generic structure is shown in Fig. 5.6b. The information of interest is the

Table 5.2 Global evaluation of the DG-CNFET cell performances

Area (lm2) Intrinsic delay (ps) KLoad

(ps fF-1)
Average power
at 4 GHz (lW)

MUX MOS 1.191 79 5.7 3.56
DG-CNFET 0.39 149 124.5 1.78
Gain 93.1 90.53 90.04 92
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Pull-up (resp. pull-down for the case of the inverted function) network with the
evaluation clock merged on the back gates. The function path structure remains
the same as in traditional CMOS, and consists of several DG-CNFETs. The
DG-CNFETs could be placed in serial branches (for AND functions), parallel
branches (for OR functions) or any combination of serial and parallel branches.
The evaluation clock signal controls the back-gate of at least one DG-CNFET for
each path from Vdd to the Output node. The considered DG-CNFETs receive non-
complemented inputs on their front gates. In the case of complemented inputs,
DG-CNFETs have to be configured to p-type using the associated voltage on their
back-gate.

5.2.5.2 Buffer Cell Illustration

Figure 5.7a shows an illustration of the concept with a buffer implementation. The
cell operation is based on two DG-CNFETs. The precharge transistor (PC-gate,
ground path) is configured to n-type, via the Vdd voltage applied to its back-gate.
The evaluation and signal transistor (IN-gate, Vdd path) are combined; the eval-
uation clock signal is connected to the back-gate and the input signal is connected
to the front-gate.

Figure 5.7b shows the associated waveform for the cell. To explain the
behavior of the cell, three phases are clearly identifiable:

• Precharge: PC = 1, EV = 0. The n-type bottom transistor is on, the top
transistor is off. The output node is thus precharged to 0.

• Sleep: PC = 0, EV = 0. Both the n-type bottom transistor and the top transistor
are off. Any existing charge is maintained on the output node.

Vdd 

Gnd 

Function 
Path 

Precharge 
transistor 

Inputs EV signal 

PC signal 

Output 

Vdd 

Gnd 

Function 
Path 

Precharge 
transistor 

Inputs 

PC signal 

Output 

Evaluation 
transistor 

EV signal 

(a) (b) 

Fig. 5.6 a Generalized scheme for CMOS dynamic logic. b Generalized scheme for double-
gate-based cells
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• Evaluation: PC = 0, EV = 1. The n-type bottom transistor is off, and the top
transistor is in the n-state, allowing evaluation. In this configuration, only the
input signal has an influence on the output. If in = 0, then the transistor is off
and the output node is unchanged (from precharge state 0). If in = 1, then the
transistor is on and output node is charged to 1.

The resulting behavior is a buffer operator working in dynamic logic. It is worth
noticing that this architecture may be used to implement all the standard logic
operations: Fig. 5.7c presents a XOR gate implementation as another example.

5.2.5.3 Density Improvement Example

Table 5.3 shows a comparison between the proposed approach and its CMOS
counterparts in dynamic logic implementation. The proposed implementation,
using the DG-CNFET device, reduces the number of transistors up to 50% com-
pared to the dynamic MOS implementation in a standard cell ASIC approach.

5.2.6 Discussion

All the results found above are highly promising from a design perspective. We
observe that the functionality improvement of the device reduces the number of
used transistors and leads to a more compact logic. Furthermore, the good
expected performance levels of carbon electronics improve the power numbers,
and certainly the delay also, after some structural improvements. This compactness
opens the way towards ultra-fine grain computation, i.e. where the elementary
logic blocks will be much smaller than conventional blocks and peripheral cir-
cuitries. This will be useful for new architectural paradigms.

Nevertheless, we should also consider that the logic compactness has a high
cost in terms of clock and configuration signals: at least four non-overlapping
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Fig. 5.7 a Buffer cell schematic, b associated waveform and c XOR cell
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clocks and three ternary memory nodes for the proposed cell. This makes the use
of the cell quite difficult from an architectural point of view. Improvements of the
cell using static logic implementations are highly considered for any valid
architectures.

5.3 On the Use of 1D Silicon Crossbars

In the preceding chapter, we have investigated a technology that improves the
intrinsic functionality of the device and saw how it can lead to a very compact
logic cell. In this part, we will focus on the use of a density-improved technology.
The dense integration of devices is expected to lead intrinsically to the realization
of very compact logic circuits.

5.3.1 Introduction

For several decades, the micro-electronics industry has been known to scale the
transistor dimensions, in order to improve the performance. Nevertheless, this
increase of performance is not only due to the scaling, but also due to several
structural improvements.

Figure 5.8 shows the evolution of the silicon structures from bulk to nanowires.
1D structures demonstrate good electrostatic controllability, which is fundamental
to ensure good performance levels for scaled devices. While the trend in industry
is towards the Fully Depleted Silicon-On-Insulator (FDSOI) process, we can note
that nanowires tend to the optimal solution, merging a good electrostatic control
with a low Off current (Ioff \ 1 nA/lm) [27].

Furthermore, in addition to their good expected properties, we can note that the
1D structures make the active dimensions very small. This leads to potentially
high-density integrated devices, especially when a crossbar organization is pro-
posed. Thanks to bottom-up fabrication processes, nanowires are useful to build
regular crossbar structures at sublithographic scales and open the way towards

Table 5.3 Dynamic DGCNFET-based cell transistor requirements

Area Static MOS
(T)

Dynamic MOS
(T)

DG-CNFET
(T)

Gain
(DG-CNFET vs. dynamic MOS)
(%)

Buffer 4 3 2 33
Inverter 2 3 2 33
AND 6 4 3 25
OR 6 4 3 25
XOR 12 10 5 50
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enormous device density improvements over CMOS. In the literature, different
active elements have been envisaged at the cross points, such as p–n junctions
[28], molecular programmable switches/diodes [2] or FETs [29]. Several archi-
tectures have been proposed, based on these different devices. In [2] molecular
diode-switches at crossbar intersections are proposed. This structure forms a diode
logic grid, performing Programmable Logic Array. However, diode logic requires
level-restoring circuitry and addressing of individual points, which leads to
complex interfaces. Considering these limitations, solutions based on FET logic, as
introduced in [30], are explored. The NASIC extends this concept in [31] by
creating double-stage combinational logic on Crossbars of NanoWires FETs
(CB-NWFETs). This structure is used as a general fabric to implement logic
elements dedicated to nanoprocessors. We will use this approach to implement a
logic operator with very compact dimensions.

5.3.2 Technological Assumptions

The crossbar can be manufactured with silicon nanowires grown by Chemical
Vapor Deposition, using metallic nanoparticles as catalyst and the Vapor–Liquid–
Solid mechanism [32]. This technique allows the achievement of nanowires with
diameters controlled by the catalyst size [33] and diameter values around 3 nm
[34]. In situ doping during nanowire growth can be used to obtain n- or p-type
nanowires [35]. Nanowires can subsequently be thermally oxidized to obtain a
core-shell structure [36] and deposited on a substrate (Fig. 5.9a). The well-known
Langmuir-Blodgett technique [37] can be used to align the nanowires and to obtain
a first layer of nanowires with spacing controlled by the oxide thickness of the
shell [36]. For better alignment when nanowires have very small diameters (i.e.
below 3 nm), their lengths cannot be longer than a few micrometers to avoid
gradual bending observed on nanowires with these diameters [34]. Nanowire pitch
has also to be equal to (or greater than) the corresponding photolithography half
pitch of a given technology node plus the nanowire radius for subsequent photo-
lithography steps. The oxide shell should be removed except along the bottom
contact between the nanowires and the substrate, in order to avoid removing the
nanowires at the same time (Fig. 5.9b). Salicidation of some parts of the nanowires
can be achieved using nickel (or platinum) physical vapour deposition,

Gate Gate 
Gate 

Gate

BULK FDSOI FinFET Nanowire 

Fig. 5.8 Silicon electronics evolution from bulk to nanowires
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photolithography and etching to define the regions where the silicon nanowire will
be the channel of transistors, annealing to form NiSi (or PtSi) regions and chemical
removal of the unreacted deposited metal [29] (Fig. 5.9c). The second array of
nanowires (crossing the first) can be obtained with the same process sequence
(Fig. 5.9d). The oxide shell along the bottom of the second layer of nanowires
serves as the gate dielectric and the NiSi (or PtSi) region serves as the metallic gate
in the MOSFET structure (Fig. 5.9e). In the same way, some nanowire regions of
the second layer can serve as the channel of the MOSFET, controlled by the
nanowire metallic regions of the first layer. The process ends with a final metal-
lization to contact all nanowires around the crossbar area by a conventional
sequence of deposition, photolithography and etching steps (Fig. 5.9f).

5.3.3 SiNWFET Configurable Logic Cell

5.3.3.1 Nanowire Crossbar Logic

The previously presented process flow is able to build arrays of nanowires. As
suggested in [30], FETs are built at the cross points. It is then possible to build
elementary combinational logic functions, such as NAND, NOT or Buffer, with a

(a) (b)

(c) (d)

(e) (f) 

Fig. 5.9 Manufacturing process to build a nanowire crossbar. a Deposition of silicon nanowire
after growth, oxidation and Langmuir-Blodgett alignment. b Etching of the oxide shell.
c Salicidation of the nanowire regions which will not be transistor channels. d Deposition,
alignment and etching of the oxide shell of the second layer. e Salicidation as step
c. f Metallization to contact the nanowires around the crossbar
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dynamic-logic design style. An example of a dynamic NOT function is given in
Fig. 5.10. Precharge and evaluation transistors are used, driven by two non-over-
lapping clock signals. The associated waveform has been obtained by simulation
using an elementary model, taken from [30]. The logic stage is first precharged to Vdd

followed by a conditional evaluation with respect to the inputs. Thus, it is possible to
build every logic function. Nanowire crossbar logic has been widely envisaged at the
architectural level. In [3], the concept is generalized with the Nanoscale Application
Specific Integrated Circuit (NASIC). The NASIC is an architecture intended to
realize complex and specific designs within a lithographic crossbar framework.

5.3.3.2 Multiplexer Design Methodology

To ensure an equivalent behavior between this approach and the previous one, we
propose the use of a 4:1 Multiplexer (MUX). The considered configurable logic
cell is designed to fulfill sixteen basic binary operations, at any given time. The
selection of operation (i.e. the configuration of the cell) is made through the use of
binary configuration signals. In fact, this corresponds to work with the function-
ality of a Look-Up Table (LUT), with no considerations on memories, since we
focus on the logic part.

The result is a logic equation which can be implemented in canonical form
(with I representing inputs):

XY

ðI; IÞ:

The MUX logic function is expressed and simplified through the Espresso logic
minimizer tool [38].

A crossbar using only n-type NWFETs is able to implement NAND–NAND
logic easily [31]. Considering the following property

XY

ðI; IÞ �
YY

ðI; IÞ;

any logic operator could be implemented in two NAND stages. The NASIC
approach implements NAND/NAND logic for realizing complex circuit imple-
mentations, such as microprocessors (WISP-0) [39]. Due to the complexity, sev-
eral NASIC tiles are connected. The connection is realized with nanowires.

In our implementation of MUX, we cannot use nanowires for interconnections
between MUX and other cells. This assumption comes from the technology. In
fact, it is not possible to realize wire alignment when the aspect ratio is too high
(i.e. their lengths cannot be longer than a few micrometers to avoid gradual
bending observed on nanowires with small diameters [34]). Thus, we expect that
long connections will be implemented by micro-scale wires. In summary, the
NASIC approach is used to build elementary gates in our approach. To minimize
inherently area-hungry connection requirements at the micro-scale, the external
contacts for complementary inputs are rendered superfluous through the use of an
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embedded inverter stage which is placed before the logic. A buffer stage is also
coupled in order to ensure the data synchronization required in dynamic logic.

Figure 5.11 shows a representation of the logic cell. The structure is formed by
cascading three stages:

Input ? NOT/Buffer ? NAND ? NAND ? Output
The cell uses only two sets of dynamic clocks in order to reduce the number and

complexity of clock wires. The three pipelined stages operate sequentially using
these two clock phases: the NOT/Buffer and output NAND stages operate in phase,
whereas the internal NAND stage operates on the opposite phase, ensuring correct
charge transfer through the structure.

N-type NWFET 
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EVA 

0

1
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Fig. 5.10 NOT function realized on n-type nanowires using dynamic logic. a Pseudo-physical
view, b Schematic view, c associated waveform
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Due to the crossbar structure and the fabrication processes, the NAND gates are
not all identical. For the first NAND stage, the inputs are y-axis nanowires, and
outputs are x-axis nanowires, while the second NAND stage is exactly the
opposite. Thus, due to the structure, transistors must be formed on two levels.

5.3.3.3 Layout Design

Small crossbars are connected directly to the microscale, in order to interconnect
cells using typical back-end technologies. Nanowires are contacted to typical
metal interconnections. It is thus possible to proceed with back-end design and
subsequent Design Rule Check. An example layout, which respects an industrial
back-end Design Rule set, is shown in Fig. 5.12.

All service signals (clocks and power) are placed on horizontal lines to be
shared with other cells. The configuration signals (VbA, VbB …) can be found on
large vias to upper metal layers. This is of particular interest for cell addressing or
back-end memory implementation. Finally, the data signals (A, B and Y) are
available on lower level pads to realize local interconnections with neighboring
cells.

5.3.4 Performance Evaluations

5.3.4.1 Methodology

In order to evaluate the performance of this approach, we investigate the area,
delay and power consumption. To ensure a fair comparison with the previously
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Fig. 5.11 Representation of CB-NWFET dynamic reconfigurable logic cell
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presented approach, we will use the same methodology and hypotheses. The area
will be extracted from the proposed layout in the case of a 22-nm lithographic
node. Since the NWFET cell is based on dynamic logic, the delay measurement
will determine the minimum possible on-time pulse for the clock signals. Parasitic
capacitance values have been extracted using the layout implementation and
simulations have been conducted under various load value conditions. The ele-
mentary model of NWFETs presented in [30] has been used with electrical
simulation.

5.3.4.2 Simulation Results

Table 5.4 summarizes this comparative study. Due to the sublithographic
dimensions, the solution based on CB-NWFET gives an improvement in density of
4.19, compared to the extrapolated CMOS.

Regarding the delay analysis of the sublithographic multiplexer circuit, we may
observe that the intrinsic delay is close to 17 ps, while the KLoad factor is close to
15.1 ps fF-1. By comparison with the data extracted from CMOS technology, we
can observe an improvement of 4.69 on the intrinsic delay, while the load factor is
degraded by 0.389. The intrinsic delay depends on the internal data paths. Due to
the sublithographic dimensions, it has been possible to reduce the internal parasitic
element values, thereby improving the delay figures. Nevertheless, while the

Fig. 5.12 Metal/via layout of the dynamic logic cell
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internal delay is improved by the small dimensions, it is worth noticing that the
circuits driving the output are also small. This means that the output buffer is quite
inefficient for driving the load capacitance, and thus explains why the load factor is
decreased conversely to CMOS equivalent. The output drivers could be improved
by parallelizing the paths to increase the on-current.

Power consumption figures are clearly worse than those of CMOS by, on average,
a factor of 2.29. It is worth noticing that the comparison is made between a dynamic
and a static logic cell, which is not a favorable case for the former. For example, in the
case of function ‘0’, only leakage current contributes to power consumption for the
static cell, whereas the dynamic implementation charges and discharges nodes
continuously. Another point to bear in mind is the model used. This model, with a
simple variable resistance, is not favorable for NWFET results, due to a large
resulting leakage current. Hence, it will be of high interest to re-run the power figure
evaluation using a more realistic model, such as the one proposed in [40, 41].

5.3.4.3 Discussion

As shown by the results, the solution is of high interest for area improvement and
intrinsic delay reduction. The sublithographic organization helps to increase
drastically the integration density of logic elements, while the sublithographic
dimensions also reduce the parasitic contributions. The internal stages of the
structure are fast, due to this reduction in parasitics, and the intrinsic delay is
consequently improved.

Nevertheless, the contribution of sublithographic dimensions does have dis-
advantages. It is worth noticing that, even if the computation part is made more
compact, several connections to external signals are required. This assumption is
motivated by the technology and the difficulty to implement long nanowire
interconnections. Due to this, metal lines follow lithographic dimensions, such that
connections from the microscale to the nanoscale occupy a large part of the circuit.

Furthermore, as regards performance levels, the output drivers are built with
sublithographic devices, which mean that they have a low drive capability. This
can be seen from the load factor, which is high conversely to CMOS.

Finally, the main obstacle of this solution remains the technological process
flow. Circuit fabrication is based on a bottom-up organization of nanowires. This
process is currently in the early stages of its development, which makes the pro-
posed solution highly long-term and speculative.

Table 5.4 Global evaluation of the CB-NWFET MUX performances

Area (lm2) Intrinsic delay (ps) KLoad

(ps fF-1)
Average power
at 4 GHz (lW)

MUX MOS 1.191 79 5.7 3
CB-NWFET 0.289 17 15.1 6.7
Gain 94.1 94.6 90.38 90.45
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5.4 On the Use of Lithographic Crossbars

The previous proposal exploits the large density of active elements, built with a
sublithographic integration process. Density-based technologies are obviously
well-suited to large area reduction. Nevertheless, they are often based on highly
speculative technology assumptions. In this section, we will propose a novel
integration process for dense crossbar arrangements, based on lithographic FDSOI.
Layout and specific methodology will be described, along with circuit perfor-
mance-driven optimization of the technology.

5.4.1 Introduction

Previous research works addressing the crossbar architecture generally considered
bottom-up nanowire fabrication techniques. The low maturity of the technology
implies several limitations on the assessment of the architecture. On the one hand,
bottom-up fabrication techniques yield dispersed nanowires with highly variable
position and spacing. Thus, mean values with respect to the geometry have to be
assumed in order to characterize the architecture. On the other hand, the ability to
define two layers of perpendicular nanowires is a very challenging technological
task. To date, it has been demonstrated only for metallic nanowires in a top-down
approach [42], while silicon-based nanowire crossbars are dispersion-based,
micrometer-scale demonstrators without any functionalization of the cross points
[43]. Capacitive coupling between parallel nanowires has been addressed only in
routing applications [44].

In this proposal, we will assess the questions related to the technology limi-
tations and to the impact of the coupling effects between semi-conducting nano-
wires. Our approach is based on the choice of a fully characterized industrial
technology. We propose a process flow to fabricate lithography-based crossbars
with FETs as active devices at the cross points. Then, we electrically simulate the
circuit in order to assess its performance and the potential loss due to the capac-
itive coupling and the resistance of the long nanowires.

5.4.2 Technological Assumptions

Using a Fully-Depleted Silicon-on-Insulator (FDSOI) process, wires can be
manufactured with ultra-regular lines as demonstrated in [45]. In this section, we
conceptually complete the already established process for a single layer of parallel
nanowires, with a perpendicular top layer of parallel nanowires. In the proposed
process, the bottom-most nanowires are defined using photo-lithography at the
lithographic pitch, where their dimensions can be controlled through oxidation and
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etching below the lithographic limit down to 15 nm [46]. Thereby, both n- and
p-type dopings are allowed. On the other hand, the topmost lines are defined as
polycrystalline silicon (poly-Si) stripes at the lithographic scale. These two per-
pendicular layers of parallel lines form a crossbar whereby the intersections are
called cross points. In such a crossbar, the top lines can electrostatically control the
nanowires underneath at the cross points in a FET fashion, when the ladders are
covered by a gate oxide. Moreover, the top nanowires can form an ohmic contact
to those lying underneath when a via is defined at the cross point.

Figure 5.13 shows the associated process flow. A p-type SOI substrate is pat-
terned by lithography to form parallel ridges that are subsequently etched into
nanowires. Plasma Doping (PLAD) is used to softly define n-type wires [47].
Then, the nanowires are passivated in oxide and planarized (Fig. 5.13a). Following
this step, the passive regions, i.e., the parts of the nanowires connecting every
series FET, are defined by n- and p-type PLAD on the p- and n-type nanowires
respectively (Fig. 5.13b). It is worth noticing that the implantation step is per-
formed softly because of the small dimensions of the nanowires, such that dopant
migration is limited. Moreover, the nanowires are separated by an oxide, further
limiting the diffusion of dopants. This reduces the requirements on spacing, which
are generally included in the design rules. This allows the smallest lithographic
dimensions for all operations of patterning and doping to be reached. Then, the
gate stack is defined by depositing the gate insulator, followed by the poly-silicon
gate deposition and etching steps (Fig. 5.13c). The poly-silicon lines carrying the
gates are defined with regular parallel lines. At this level, the active devices are
defined and the east–west connections between them are established through the
passive parts of the nanowires, operating as resistances.

The north–south connections are composed of the poly-silicon lines and require
the definition of vias between them, as well as the nanowires underneath them. The
vias are defined by etching the poly-silicon lines and filling them with metal. In
order to decrease the resistance of the north–south poly-silicon lines and the
passive parts of the east–west silicon NW lines, it is possible to sputter a thin layer
of nickel (or platinum) over the whole structure, which diffuses into the silicon and
poly-silicon and forms a low resistance silicon silicide (Fig. 5.13d). For this rea-
son, it is important to first etch the oxide covering the passive regions before
sputtering the metal. The remaining metal after the diffusion can be removed by
wet etching [30]. Finally, the contacts between the crossbar and the outer circuit
are implemented through conventional metallization steps (Fig. 5.13e).

5.4.3 Logic Design Methodology

The FDSOI crossbar technology presented in the previous section can be used to
implement different logic gates with a very high active area density.
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5.4.3.1 Inverter construction

An inverter can be fabricated for instance as depicted in Fig. 5.14 with very dense
active areas. In this example, p-type and n-type transistors are realized with two
separate wires, but aligned to efficiently share the gate on the same poly-Si line. It
is worth noticing that the width of p-type transistors could be different from the
width of n-type transistors, since separate lines are used for n- and p-type channels.
However, in a context of crossbars with ultra-regular layouts, it is preferable to
keep all dimensions equal and at the lithographic limit (Ln = Lp = Wn =

Wp = F), despite the clear impact on skewed delay.

5.4.3.2 Generalization to Complex Logic Circuits

Using the above strategy, it is possible to build any conventional logic function by
folding complementary branches around the same contact pad. In the proposed
technology, doping of adjacent lines is controlled only by lithography. It is pos-
sible to alternate the n- and p-type dopings at adjacent wires or group of lines. This
is useful for design purposes, when it is required to make islands of p- and
n-transistors or to distribute them regularly.

• Separate Doping Regions

This patterning style consists of grouping p-type and n-type regions separately.
This is close to the traditional representation of CMOS circuits and suitable for
circuits where the output is a common pin for all branches. This situation can be
found in most of the small logic circuits. An example is shown in Fig. 5.15 and
illustrates a stand-alone 4-to-1 MUX. A stand-alone MUX can be realized as
depicted, with the equivalent schematic in Fig. 5.15. The crossbar layout imple-
mentation is realized by associating a wire with each branch of the internal stages,
whereby a branch is a sequence of transistors connecting the power line to the
output buffer stage. The particularity of this multiplexer is that its data inputs
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x 
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Fig. 5.13 Manufacturing process to build a FDSOI crossbar. a Grating patterning and active
regions doping. b Passive regions definition. c Gate deposit. d Passive regions finalization and
salicidation. e Metallization to contact passive regions
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control only transistor gates, thus avoiding any signal losses, while the output is
buffered to keep the integrity of logic functions independent of the fan-out.

• Alternating Doping Regions

This patterning style consists of alternating p- and n-type regions, and is par-
ticularly suited to build pass-gates between two contact pads. This technique is
used in an FPGA-adapted 4-to-1 multiplexer, as depicted in Fig. 5.16. Pass-gates
have been placed between the inputs and the output of the MUX. The addressing is
realized using poly-Si lines, which control all transistors. Control inputs are
complemented by a primary inverter stage.

5.4.4 Performance Evaluation

5.4.4.1 Methodology

In this section, we study the impact of the crossbar technology based on the
example of the designed MUX, by evaluating its area, delay and power con-
sumption. This kind of technology can be expected as a near-term solution. In fact,
all the technological processes currently exist and only the crossbar organization is
fundamentally specific. This means that we can use standard industrial process
data for the evaluation. The stand-alone crossbar MUX is thus compared to the
equivalent MUX taken from industrial 65 nm design kit. The area is extracted
considering the layouts in a 65 nm lithographic node. The delay is extracted from
electrical simulation and decomposed into the intrinsic delay and Kload factor,
which gives the load delay. The model used in the simulation is a scaled FDSOI
transistor card for the PSP model. The power consumption is extracted from
electrical simulations with a FO4 load. The circuit is operated at the maximum
frequency achievable by the gate with the FO4 load. At this frequency, we swept
all possible input vector combinations and we averaged the power consumption.

First, we simulated these metrics for the parasitic-free circuit, and then we
introduced the parasitics and assessed the designed circuit under different condi-
tions in order to minimize the impact of those parasitics.
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Fig. 5.14 Crossbar inverter structure. a Equivalent circuit and b layout
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Due to their very compact layout, a large number of parasitic devices have to be
considered in the crossbar layout. A zoom on the parasitics at and around a cross
point is shown in Fig. 5.17. We distinguish between two types of cross points: the
active cross points operating as field-effect transistors, with a poly-Si line elec-
trostatically controlling the Si line underneath it; and the passive cross points that
are formed by a poly-Si line crossing a passivated highly doped Si line, without
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Fig. 5.15 Stand-alone 4:1 MUX crossbar implementation (separate doping regions) and
equivalent schematic
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forming any FET. In our process proposal, the passive cross points are formed by a
highly-doped conductive Si wire crossing a salicide poly-Si line. The two lines are
separated solely by a thin layer of gate dielectric. Thus, the areas under the poly-Si
lines, which are not used as a FET channel, result in a high parasitic capacitance
between the two wires (see element A in Fig. 5.17). Moreover, we modelled the
parasitic resistance through the doped conductive areas (see element B in
Fig. 5.17), as well as the electrostatic inter-wire coupling using the capacitive
element C in Fig. 5.17.

A parametric study was carried out to study the influence of the following
design and technology parameters: width of horizontal N-type wires (FHN), width
of horizontal P-type wires (FHP), width of vertical poly-Si wires (FV), width of
insulator lines between adjacent wires (FI). All possible widths are multiples of
the lithographic poly-Si half-pitch F.

5.4.4.2 Performance Estimations with Parasitic-Free Circuits

The considered metrics were evaluated on an ideal structure by neglecting all
parasitics. The results are shown in Table 5.5.

Such a crossbar structure with its high integration density is able to improve
drastically the area by a factor of 6, while the intrinsic delay and the average power
are improved respectively by 1.3 and 1.9. While the area gain is due to the
compactness of the crossbar structure, the improvement of the other metrics is
mainly due to the good isolation of the nanowires in the FDSOI technology
compared to bulk. In Table 5.5, we also see that load influence on delay is higher
than in bulk. This is due to the confined crossbar dimensions, which constrain
transistor drive strength in W = L = F (Sect. 5.4.3.1).

5.4.4.3 Impact of the Width of Horizontal Wires Including Parasitics

Figures 5.18 and 5.19 show the propagation delay in rising and falling edges for
varying FHP and FHN, with an inverted output. When FHP (resp. FHN) increases,
the falling (resp. rising) propagation delay decreases and tends to a minimum value

B

A

C

Fig. 5.17 Modeling of
parasitic devices
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close to 480 ps. When FHP (resp. FHN) increases, the rising intrinsic propagation
delay increases linearly by about 280 ps (resp. 400 ps) at each increment. FHP and
FHN impact the crossbar structure in several ways.

When FHP (resp. FHN) increases, the width of the p-type (resp. n-type) tran-
sistors increases, but so do also some parasitic devices. While the parasitic
resistances (B) are reduced, the parasitic capacitances (A) at the cross points are
increased. While increasing FHP (resp. FHN) gives a better response at the output of
the inverter stage with respect to the falling (resp. rising) time by improving the
transistor drive strength, the rising (resp. falling) response, is however essentially
driven by the parasitic capacitance contribution. To minimize this influence factor,
we must keep the size as close as possible to the minimum F.

5.4.4.4 Impact of the Parasitic Capacitances

Figure 5.20 shows the impact of inter-wire insulator size on the propagation delay.
We notice that the propagation delay remains almost constant for any value of FI.

Table 5.5 Evaluation of a parasitic-free 4-to-1 MUX in lithographic crossbar technology

Area (lm2) Intrinsic delay (ps) KLoad

(ps fF-1)
Average power
at 650 MHz (lW)

MOS 65 nm 10.4 155.2 11.2 1.47
Crossbar

Compact dimensions
1.74 121.8 97.5 0.77

Crossbar vs. CMOS 96 91.3 90.1 91.9

Fig. 5.18 Influence of P-type horizontal wire size (FHP) on MUX propagation delay (output of
the inverter) (FHN = FV = FI = F = 60 nm)
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The spacing between the lines is directly related to the crosstalk parasitic capac-
itances between wires (C). Its influence appears negligible compared to other
parasitic capacitances. Nevertheless, this result might not be adapted to aggressive
scaling, and an in-depth study will be required.

Figure 5.21 shows the impact of gate oxide thickness (TOX) on the propagation
delay. As depicted in this figure, the capacitances formed under the passive cross

Fig. 5.19 Influence of N-type horizontal wire size (FHN) on MUX propagation delay (output of
the inverter) (FHP = FV = FI = F = 60 nm)

Fig. 5.20 Influence of insulating wire size (FI) on MUX propagation delay (FHP = FHN =

FV = F = 60 nm)
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points appear to have the strongest parasitic contribution on the propagation delay.
An optimal thickness can then be found around 6 nm for a lithographic pitch of
65 nm, yielding a potential reduction of the delay by a factor of 29, if the oxide
thickness is optimized. The oxide thickness (TOX) has two opposite impacts. While
TOX increases, the parasitic capacitances are reduced but the electrostatic effect on
the FETs is degraded. In Fig. 5.10, we see that a small TOX induces a large
parasitic coupling, slowing the structure down. On the other hand, for very large
TOX, the performance is lower because of the slower FETs.

5.4.4.5 Impact of Scaling Including Parasitics

Figure 5.22 shows the impact of scaling on the crossbar implementation compared
to CMOS. We obtained the data related to CMOS using the ITRS data [48]. Scaling
plays a major role in reducing the parasitic capacitances, while the parasitic
resistances are maintained constant. The propagation delay is then reduced
accordingly, and thus the performance scales advantageously for crossbar imple-
mentation compared to conventional CMOS. For aggressively scaled nodes
(\22 nm), the crossbars maintain their advance in terms of area and finally surpass
their CMOS counterpart in terms of performance, as shown in Table 5.6. Finally,
we found that the average power consumption of crossbars is lower than that of the
CMOS implementation by a factor of about 1.5 (1.47 lW vs. 0.99 lW at
650 MHz).

Fig. 5.21 Influence of gate oxide thickness (TOX) on MUX propagation delay (FHP = FHN

= FV = FI = F = 60 nm)

136 5 Disruptive Logic Blocks



www.manaraa.com

5.4.4.6 Performance Estimations Including Parasitics

To summarize, we evaluated the different metrics (area, delay, power), while
taking into account the presence of parasitic devices. The evaluated structures have
an optimized oxide thickness TOX of 6 nm. The results are shown in Table 5.7.
Even if the technology was optimized to minimize the parasitics, we observe a
substantial degradation in performance in terms of intrinsic delay and load factor.
Nevertheless, the average power consumption of crossbars is lower than that of the
CMOS implementation by a factor of about 1.5.

5.4.4.7 Discussion and Guidelines

The previously surveyed simulation results show different design and fabrication
scenarios for a crossbar MUX, which can be considered in order to assess the
impact of technology on the performance of crossbars in general. The simulations
confirm the compactness of the crossbar architecture and its ability to yield up to
69 area saving for the considered MUX design. Moreover, the simulations per-
formed on ideal structures with no capacitive coupling between the different lines
also confirm the results reported in the literature [49] on the high performance of
the crossbar architecture with respect to CMOS.

However, realistic estimations of the capacitive coupling between the crossbar
lines show that their impact cannot be neglected, especially when they are com-
bined with the resistance of the doped semiconducting lines. In this case, per-
formance drops by 4.59. This result can be understood by the fact that the lines of
a crossbar perform the interconnect task. The insulator is intended to mutually
shield the parallel lines (lying on the same level) and the perpendicular lines (lying

Fig. 5.22 Impact of scaling (FHP = FHN = FV = FI = F)
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on top of each other). These two opposing effects lead to a high parasitic
contribution.

The largest impact of parasitic capacitances stems from those lying at the cross
points, i.e., those formed by the crossing lines. Their impact is dominant with
respect to that of the lines lying between the parallel lines in every layer. In order to
address the issue of capacitive coupling between the crossing lines, a solution can
be driven from the technology side. While the insulating material between the top
and bottom lines has to be optimized by using a thick or a low-J material, this
insulator represents at the same time the gate oxide, which should be thin or a high-
J material in order to improve the gate control over the channel. These conditions
are not compatible, which is a natural result of the double nature of the crossbar: it
performs both interconnect and logic with the same resources. Consequently, there
is a trade-off between the speed of logic and the speed of interconnects. It is
therefore necessary to accept a certain compromise in terms of delay when the
insulating material between the crossing lines is chosen. Our study shows that for a
SiO2 gate oxide, the trade-off is optimized for an oxide thickness of about 6 nm.

The investigation we carried out in this section is based on a MUX aiming to
illustrate the general trend of crossbars. Because of the double role of this archi-
tecture (interleaved interconnect and logic), a trade-off in performance must be
found. The technology must optimize the insulating oxide between the crossing
layers in order to meet the optimal trade-off. It is worth noticing that the results of
these investigations are valid under our technological assumptions of a litho-
graphic and manufacturable process.

5.5 Global Comparisons

In this chapter, we investigated the use of three different technologies to build a
compact logic computation cell. Among these three technologies, we can differ-
entiate the first technology, which aim to increase the functionality of the ele-
mentary device such as the double-gate carbon nanotube field effect transistor,
from the other technologies, which help to increase the density of elementary
transistors. In the latter category, we examined a highly speculative approach,

Table 5.6 Evaluation of
scaling with parasitics

Area (lm2) Intrinsic delay (ps)

MOS 65 nm 10.4 155.2
NW crossbar 1.74 533
Crossbar vs. CMOS 96 90.29
MOS 22 nm 3.52 84.9
NW crossbar 0.19 107.9
Crossbar vs. CMOS 918 90.78
MOS 9 nm 1.44 46.8
NW crossbar 0.02 21.86
Crossbar vs. CMOS 967 92.14
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based on the sublithographic arrangement of nanowires and a more realistic one,
which is derived from an industrial FDSOI process flow.

Table 5.8 summarizes the metrics used to evaluate the different proposals. To
compare the different technologies objectively, we will split the evaluation of
future middle-term solutions (carbon electronics and sublithographic arrangements
of nanowires) from that of short-term, potentially immediately manufacturable
solutions (lithographic crossbar arrangement). The future solutions are compared
to a scaled 22 nm node, while the short-term proposal, based on a standard
industrial process, is compared with respect to a 65 nm CMOS node.

It is worth noticing that the technologies improving the density are highly
beneficial for area improvement.

Indeed, the best gain is obtained for a lithographic crossbar with a grain of 69,
compared to current CMOS technologies. Regarding the middle-term solutions,
the sublithographic crossbar is also the most compact solution.

The best gain in power consumption was reached for carbon electronics, with a
gain of about 29 compared to its CMOS counterpart. It appears clear that the good
electron transport in carbon structures is at the origin of this.

Regarding the delay performances, the CMOS circuits are still good candidates
for future generations of circuits. Nevertheless, performance optimization for the
other technologies has not been carried out for this first order evaluation, and
performance can certainly be improved after correct sizing and process tuning.

Table 5.7 Evaluation of lithographic crossbar-based structure with parasitics

Area (lm2) Intrinsic delay (ps) KLoad

(ps fF-1)
Average power
at 650 MHz (lW)

MOS 65 nm 10.4 155.2 11.2 1.47
Crossbar

compact dimensions
1.74 533 208 0.99

Crossbar vs. CMOS 96 90.29 90.05 91.48

Table 5.8 Global comparison of analyzed disruptive technology cells

Middle-term proposals Short-term proposals

CMOS MUX
22-nm

DG-
CNTFET
cell

Sublithographic
crossbar

CMOS MUX
65-nm

Lithographic
crossbar

Area (lm2) 1.19 0.39 0.29 10.4 1.74
Intrinsic delay

(ps)
79 149 17 155.2 533

KLoad

(ps fF-1)
5.7 124.5 15.1 11.2 208

Average
power
(lW)

4 1.78 6.7 1.47 0.99
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5.6 Conclusion

In this chapter, we have studied how emerging technologies could be used to
reduce the size of the computation node for FPGAs. In fact, it is worth noticing
that only 14% of the FPGAs area is occupied by the logic blocks. More than 80%
is used just by peripheral circuitries. Thus, the FPGA architectural scheme seems
quite inefficient if we compare the circuit area used for computation to that of the
others. It is thus of high interest to propose new elementary logic circuits, that may
lead to alternatives to the standard FPGA scheme.

Emerging technologies have been used to reduce the size of the computation
node compared to CMOS. We have surveyed two main ways to do so: function-
ality-improvement based devices and density-improvement based devices.

For functionality-based improvements, we surveyed the use of the DG-CNFET
technology. Such a device can be configured to n-, p- or off-type depending on the
voltage applied to the back-gate terminal of the device. We first presented an
integration process for the technology and performed device optimization, in order
to ensure correct hypotheses. In-field reconfigurable devices lead to compact
reconfigurable logic cells. We performed the evaluation of a previously designed
circuit and compared it to scaled CMOS, and showed that the reduction of the
number of transistors yields a reduction of 3.19 in area. Power consumption is
reduced by 29, due to the electronic properties of carbon. Finally, the use of back-
gate control is generalized to standard dynamic logic cells. We especially used the
off-state to merge the clocking transistors in the function paths. Thus, we dem-
onstrate a gain in terms of transistors of up to 50% for the XOR gate.

For the density-based improvement techniques, we surveyed the use of dense
crossbar implementations of devices. The crossbar implementation expects to
merge connections and active logic in a very small area. Various assumptions for
crossbar implementations could be used. Firstly, we envisage the use of subli-
thographic techniques to realize dense arrays of nanowires that formed FET at
their cross points. Sublithographic techniques are based on very speculative bot-
tom-up arrangements of wires at the nanoscale. After describing all technological
assumptions, we derived a NASIC approach to build a multiplexer intended to
work and to be connected at the lithographic scale. We showed that this tech-
nology yields an improvement of 4.19 in area and 4.69 in delay, thanks to the
drastic increase of density and the consequent reduction of parasitics.

Sublithographic integration processes are highly speculative and only long-term
solutions. The crossbar concept is of course not limited to such an advanced
technology and could be extended to lithographic processes. In this way, we
derived a FDSOI process flow in order to realize a dense crossbar arrangement of
transistors, with lithographic dimensions. We then proposed a layout methodology
for standard circuits. After describing all the parasitic elements in the structure, we
performed a circuit-driven optimization of the technology to find the best trade-off
between the parasitics and the transistor performances. We showed that this
solution yields an improvement of 69 in area and 1.489 in power consumption.
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This is due to the crossbar arrangement and the performance of FDSOI technology
in terms of power. We also showed that this approach could be expected to
outperform the standard CMOS scheme from the 16 nm technological node
onward.

To conclude, various technologies have been used with the same objective:
build a compact and improved logic cell. In the light of these results, we can
clearly see that a trade-off must be found depending on the required specifications
in terms of delay, area or power. Nevertheless, we should notice that all the cells
reduce the area figures. This may lead to the use of a new highly compact ele-
mentary logic cell for high-performance computation. This basic block will be
envisaged as a new seed for architectural organization, discussed in the next
chapter.
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Chapter 6
Disruptive Architectural Proposals
and Performance Analysis

Abstract In this chapter, we explore disruptive architecture proposals. In the
previous chapter, we showed that it is possible to obtain very compact reconfig-
urable in-field computation cells. Since these cells require architectural modifi-
cations, we proposed an architecture for this compact logic, characterized by the
association of a logic layer, to adapt the granularity and the use of fixed inter-
connection topologies to reduce the routing impact. To compare this approach with
conventional FPGAs in an objective way, it was necessary to develop a specific
toolflow suited to our requirements, able to describe the designed architecture.
Based on the VTR toolflow, the tool integrates fixed topology routing and the
specific organization of the layered architecture. Benchmarking simulations were
performed. In a first approach, a local exploration of the proposed layer is done, in
order to study the impact of the fixed interconnect topologies. We showed that the
Modified Omega topology gives the best mapping rates on the structure with about
90% of mapping success for 6-node graphs. In a second approach, complete
architectural benchmarking was conducted and we showed that the proposed
architecture leads to an improvement, in area saving, of 46% in average, with
respect to CMOS. We also discovered that the routing delay is less distributed and
tends to be more controllable than in the traditional approach.

In the previous chapter, we introduced compact logic cells. With emerging tech-
nologies, an elementary logic function can be efficiently implemented by hard-
ware. The root of this higher efficiency can be twofold: firstly, the augmented
functionality of the device allows the number of transistors required per function to
be reduced, and secondly, higher device integration density enables more devices
to be embedded in a given area, which obviously shrinks the size of the imple-
mented logic. However, this aspect does not at first appear to be a particular
advantage for reconfigurable logic. In Chap. 2, we stated that only a low pro-
portion of the overall circuit is used by elementary combinational and sequential
logic (14% of total area), as compared to routing and memories (86% of total
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area). Nevertheless, with the emergence of a novel ultra-compact logic cell, we
face new architectural requirements, which could lead to a change in balance
between logic resources and routing/memory resources. In this chapter, we will
describe a new architecture for reconfigurable ultra-fine grain computing. To
address the specificity of this new architecture, we will adapt the benchmarking
methodology and present a specific packing tool. Finally, we will size the new
architectural model and compare it to a standard MOS counterpart.

6.1 Introduction

In Chap. 2, we already presented the Field Programmable Gate Array (FPGAs)
architecture. This is currently the most common architectural scheme for recon-
figurable logic. The architecture is designed for current CMOS technologies, and
its regularity is compatible with most scaled technological nodes. The logic is
performed through the use of Configurable Logic Blocks (CLBs), able to perform
coarse-grain combinational and sequential logic functions. These CLBs are
arranged into islands and interconnected through a complete (but resource-limited)
programmable interconnect. The CLBs are formed by several Basic Logic
Elements (BLEs) interconnected by a fully programmable interconnect infra-
structure. BLEs are composed of Look-Up Table (LUT) and Flip-Flop (FF)
elements. In modern FPGAs, several other blocks can be found, in order to
perform specific optimized tasks, such as hardware multipliers or memory banks.
This heterogeneous nature of the structures helps to optimize the performance for
specific application classes. Nevertheless, since we focus on generic reconfigu-
rable logic structures, we will consider in this chapter only homogeneous struc-
tures. Obviously, in conventional CMOS FPGAs, all these building blocks are
sized to ensure a correct granularity of the structure and to maximize the perfor-
mance of the assembled system.

In this book, we looked at disruptive technologies and saw that they could lead to
very compact logic elements. These elements will be proposed as the foundation
stone for all reconfigurable arrangements. Nevertheless, the organization of such
blocks induces new problems to solve. As an illustration, if we consider the in-field
reconfigurable cell proposed in Sect. 5.2.4, the compactness of the cell means that it is
not possible to transpose directly the traditional FPGA architecture to our ultra-fine
grain cell, since complete interconnectivity would be required between the elements.
Again, we may consider that about 43% of silicon area is used for interconnects,
while only 14% is used for logic [1]. However, in the case of ultra fine-grain logic,
this ratio would further worsen, since the routing structures do not scale in the same
way as logic. Thus, there will be a significant area imbalance between logic and
interconnect, consequently leading to a severe loss of efficiency in the structure.
Another area imbalance question might be raised by memories. Indeed, even if the
size of the logic element has been decreased, the amount of memory required remains
the same. In Chap. 3, proposals have been made to reduce the complexity of memory
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in an FPGA. Nevertheless, their area impact is not zero. It is thus fundamental to bear
in mind the extra circuitry required by these configuration memories during per-
formance evaluation. Finally, another constraint is present that of reliability. The use
of billions of unreliable emerging devices can be handled by the use of specific fault-
tolerance mechanisms. Even if these questions are not addressed in this thesis, it is
important to keep this aspect in mind.

To obtain a credible disruptive block and architecture based on emerging
technologies, all these considerations must be addressed. In this chapter, we
propose an architectural scheme that addresses these issues. We will specifically
address the questions regarding the use of ultra-fine grain logic cells in a recon-
figurable circuit. It is worth noticing that the resulting architecture will be in
aligned with the architectural template of the study. Nevertheless, due to the
specificity of the ultra-fine grain approach, the template will be enhanced. Then, in
order to evaluate in an objective way the potential of the structures and technol-
ogies with respect to their CMOS counterparts, we will also propose specific tools.
This tool flow will be compatible with standard approaches, and will only be
enhanced to address the specific architecture. Finally, we will evaluate the pro-
posal and compare it to a standard equivalent circuit.

6.2 Architectural Proposals

6.2.1 Introduction

As already mentioned, FPGAs possess a layered structure, as depicted in Fig. 6.1a.
Four layers are traditionally considered: elementary logic with Look-Up Tables
(LUT layer); fine grain combinational and sequential logic with Basic Logic
Elements (BLE layer); coarse grain logic with Configurable Logic Blocks (CLB
layer); and finally an island style arrangement (FPGA layer). All blocks were
detailed in Chap. 2.

In our approach, we replace the traditional LUTs by a Fine Grain Logic Cell
(FGLC). However, if we were to project this onto the conventional approach, each
FGLC would be directly connected to a full connectivity unit, such as a set of
switchboxes. Considering the in-field reconfigurable gate as an example, only seven
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MCluster
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(a) (b)Fig. 6.1 FPGA model
(a) and fine-grain modified
levels (b)
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transistors are used in the cell, while a similar number of transistors (at least six) are
used for a 1-bit switchbox. This projection would therefore result in a large overhead
in terms of connections and, as mentioned previously, would worsen the already
significant imbalance between routing and logic resources at the FPGA level. The
overall structure would consequently be left with an intrinsic granularity imbalance.

To solve this issue, we propose to modify the FPGA scheme, with the layered
organization shown in Fig. 6.1b. To correct the granularity issues, we propose to
pack the cells into an intermediate structure which is compatible in terms of size
with the traditional levels of FPGAs: MClusters (for Matrix Clusters). Thus, we
obtain fine-grain logic blocks with enhanced functionality with respect to con-
ventional LUTs. Within this organization, the connectivity issue between logic
cells must be addressed, considering that full connectivity is not an option. We
thus propose a solution based on fixed interconnect topologies. Finally, the con-
vergence with the conventional FPGA scheme will occur at the BLE level. In
particular, the MClusters will be used as the replacement block for LUTs.

6.2.2 MCluster Organization

6.2.2.1 MCluster: Adding a ‘‘Logic Layer’’

At the MCluster layer, elementary ultra-fine grain logic cells are used, where the
term ‘‘ultra-fine grain’’ is twofold. First, it covers the size of the cell, which is
highly compact, as opposed to its CMOS equivalent. Second, it also covers the
granularity of the logic functions covered. In an FPGA, the smallest block is in
general the LUT, and it has been shown that an LUT with four-inputs is the best
solution for routability efficiency [2]. With a four-input LUT, it is possible to

realize 65,536 (224
) functions. The targeted logic block (the in-field reconfigurable

logic cell) uses a more restricted set of functions. This means that we also intro-
duce an imbalance between fine-grain logic and ultra-fine grain logic.

To increase the logic coverage of the structure, we propose a 2D matrix
assembly of ultra-fine grain logic. The logic cells are arranged in a layered
structure, with connections only existing between adjacent layers in order to avoid
long connections and to maximize local connectivity. This organization, called
MCluster, is depicted in Fig. 6.2 and will handle fine-grain logic operations in the
proposed organization. In the following, MClusters will be defined by the w
(width) and d (depth) parameters and written as: MCluster_d_w.

6.2.2.2 MCluster: Simplifying the Interconnect Overhead

For intra-matrix interconnect, any total interconnectivity topology is prohibited,
because of the associated wiring complexity and the extra area requirements.
Instead, and through analogy to computer networks, our approach is to adapt
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incomplete interconnection sets to the matrix architecture. In fact, Multistage
Interconnection Networks (MINs) are designed to interconnect computing layers
in an efficient way and can be applied in this context. In computer science, MINs
are used to interconnect layers of switchboxes in order to route information
packets only. This concept has been reported several times in interconnect strat-
egies for VLSI, for example in [3, 4], and used in FPGAs to reduce the complexity
of wiring through logic blocks [5, 6], by proposing an architectural organization
for the routing circuits. It is worth noticing that the main difference here, with
respect to the network context, is that switchboxes have been replaced by logic
cells, thus introducing computing directly inside the network. Furthermore, the use
of very local MIN-style interconnect has a drastic impact on the size and the wire
length is reduced accordingly.

There are many MIN topologies and combinations, but in this work, we focus
on four typical permutations [7, 8]: Banyan (Fig. 6.3a), Baseline (Fig. 6.3b), Flip
(Fig. 6.3c) and Modified Omega (Fig. 6.3d), where the modifications to standard
Omega maximize the shuffling in this topology. Since the interconnect topology is
fixed and static, the choice of topology must be made by the designer during
architectural development. We will discuss the intrinsic performance metrics of
each topology in the following sections of this chapter.

While fixed interconnect topologies are useful for area considerations, we must
also consider the cost in terms of logic mapping performance. In this context, we
could explore trade-offs between fixed interconnection patterns and full
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connectivity. In particular, since we have seen that vertical nanowire field-effect
transistor technologies are useful to build smart vias, we could envisage a topology,
which can be reconfigured between two or more sets of interconnect, with the number
of interconnect sets quite low to avoid a large number of configuration signals.

6.2.3 BLE and CLB Organization

We described above a matrix arrangement for ultra-fine grain logic cells. This
arrangement is able to perform combinational logic functions and can thus be
considered to be a replacement element at the LUT level. We now consider how
the BLE/CLB organization should be adapted using the MClusters.

Figure 6.4 shows the organization of the logic blocks at the CLB level. The
BLE are composed of MClusters_d_w used to perform the combinational logic. In
a traditional approach, all outputs of the LUTs may be latched and multiplexed to
the CLB outputs. In our approach, a partial depopulation of the output latches is
implemented as shown in Fig. 6.4, where one of the two outputs are not latched.
The subsequent CLB organization remains similar to the LUT approach, where all
outputs of the BLEs are connected to the global reconfigurable interconnect, and
are also fed back to the inputs of the CLB, thus achieving a full connectivity
pattern. The d*N feedback signals and the I inputs of the CLB may be routed to
any of the MClusters by using the reconfigurable multiplexers. Finally, a single
clock signal is used to control the sequential elements.
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6.2.4 FPGA Final Organization

At the top level of organization, the granularity (as well as the configuration and
routing) assessments are the same as for conventional FPGAs. Thus, we will
consider the FPGA layer, as depicted in Fig. 6.5. Hence, the logic blocks are
interconnected by a complete interconnect set, but limited in terms of resources
(i.e. all the connections can not be realized simultaneously). As in conventional
FPGAs, this architecture uses switchboxes and connection boxes to ensure the
connectivity between the CLBs. Nevertheless, we can see from Fig. 6.5 that this
‘‘sea of logic’’ is not directly connected to I/O blocks. While the standard FPGA
approach could be used, the reconfigurable circuit is connected in this approach to
a logic manager, which can then communicate data to global interconnect through
a Network-On-Chip interface. In this way, the architecture can be integrated for
example as a reconfigurable hardware accelerator in a Multi-Processor System-on-
Chip or in a heterogeneous circuit. Finally, specific blocks are also included, such
as a fault-tolerant logic router and a performance improvement decision controller.
This kind of IP can operate as a service block to help in re-defining the structural
placement and routing, allowing defective CLBs to be avoided, or power con-
sumption to be optimized in real-time throughout the circuit.

6.3 Benchmarking Tool

In the previous section, a specific organization for ultra-fine grain logic cells was
described. To analyze performance gain from an application point of view and
compare it objectively to existing approaches, we must evaluate the performance
of its implementation of well-known circuits (benchmarks). Thus, we propose a
complete benchmarking tool flow suited to our proposal, as well as to existing
architectures.
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6.3.1 General Overview of the Flow

In Chap. 4, the traditional FPGA benchmarking flow was described. Based on the
VPR 5.0 tool suite, designed to handle LUT-based logic, the architectural
description is basically limited to a homogeneous description of logic blocks. The
toolflow must therefore be adapted in order to handle the complexity of our
structures. The disruptive technology compatible benchmarking flow is depicted in
Fig. 6.6. This toolflow is now based on the Verilog-To-Routing (VTR) [9] project
from Toronto University. This toolflow is able to describe the complexity present
in modern commercial architectures. The VTR 6.0 flow uses a logic block
description language that can express far more complex logic blocks than is
currently possible with any other publicly available toolsets. It can describe
complex logic blocks with arbitrary internal routing structures, can allow arbitrary
levels of hierarchy within the logic block and can assign different functional modes
to blocks. The latter property is necessary since, modern commercial FPGAs have
different modes in their LUT usage or memory blocks. The architecture is
described in XML, and the toolflow is supported by AA-Pack [10] for the packing
of logic blocks and VPR 6.0 [9, 11] for the place and route part. Furthermore, the
set of benchmarks that can be used with the toolflow are not restricted to well-
known (but old) BLIF-format circuits, which are somewhat outdated and no longer
completely representative of current and future applications. Thus, a logic syn-
thesizer (ODIN [12]) has been connected to the flow, in order to input directly
high-level VERILOG benchmarks of large applications.

This tool suite has been developed for FPGA research. Hence, the use of
elementary logic blocks other than LUTs is not supported natively. While it is not
in our interest to build a new toolflow from scratch, we will complement it to meet
our requirements. This allows us to ensure good compatibility with the FPGA
architecture and to guarantee its efficiency. The use of fixed interconnect topolo-
gies is not supported by VTR tools. We must thus add a specific tool to the flow:
MPack. This tool handles the packing of logic cells into an MCluster set. As in the
previous flow, the ABC tool will be used to perform the technology mapping [13].
While it is always possible to map the circuits onto a LUT target, specific libraries
will be used for this mapping. This is of course required while considering the use
of reconfigurable logic gates with a lower set of achievable functions. It also
allows benchmarks to be mapped with specific logic gates. For example, a specific
tool [14] can be connected to the flow in order to build a library of logic gates
based on a very specific set of logic functions realized with ambipolar transistors.

The obtained flow is very versatile, since it is possible to evaluate several
architectural scenarios. A set of addressable scenarios is depicted in Fig. 6.7.
Figure 6.7a shows the traditional LUT-based FPGA scenario. Obviously, the
original flow is still compatible with FPGAs, since it is based on the FPGA-
dedicated VTR flow. Figure 6.7b corresponds to the architectural scheme, which
has been proposed in this work. The flow addresses the matrix clustering and
packing by the specific MPack tool. Then, since the architectural organization is
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close to that of FPGAs, it is possible to pursue the packing and routing with the
VTR toolflow. Figure 6.7c illustrates that, after matrix packing, it is possible to
explore new kinds of organization for the high level logic layers of the structure.
In particular, some opportunities for these levels will be discussed at the end of
this chapter. Figure 6.7d shows that the toolflow is compatible with very regular
approaches. These architectures have been proposed for computation architectures
in environments with a high level of defects. Thus, it is possible to envisage
the description of the NanoFabric organization [15] or the Cell Matrix approach
[16], where large matrices of cells interconnected with their neighbourhood are
used to create the logic plane. Finally, Fig. 6.7e depicts the ability of the flow to
further consider reconfigurable architectures with specific custom logic instead of
programmable elementary components. Hence, the flow is compatible with
approaches, which propose a logic cell as the elementary combinational logic
block [17, 18].

However, at the time of writing, it should be noted that VPR 6.0 is still under
development regarding timing analysis. More particularly, the tool cannot model
inter-CLB timings. This makes it impossible to carry out exact comparisons to
other architectures regarding delay. This feature will be enabled later.
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6.3.2 MPACK: Matrix Packer

The use of the MCluster arrangement of cells introduced several novelties to the
architecture. In particular, the layered structure of the interconnect topology makes
the use of traditional packing tools impossible. The proposed tool is able to
manage specific interconnect topologies, as well as the associated buffering
generation required by the layered structure.

6.3.2.1 Concept

The Matrix Packer has been designed to pack netlists of logic cells into a set of
MClusters. Figure 6.8 describes the internal organization of the packing tool
MPack. The tool is composed of two principal algorithms: the mapper and the
clusterer.

The mapping algorithm aims to fit a netlist of logic cells onto an MCluster
architecture. This module is split into two parts: the architectural optimization and
the brute force mapper.

The clustering algorithm aims to group the logic cells into arrangements of
MClusters. These arrangements are subsequently mapped onto the architecture in
order to validate the legitimacy of the structure.

To ensure the integration into the whole flow, netlists are read and exported
using the BLIF file format [19]. The Architecture Generator block generates the
MCluster template. Finally, in order to help with tool debugging, it is possible to
export every manipulated graph graphically, using the DOT language [20].

The targeted MCluster shape is parameterized in terms of the size and topology
scheme. An example of a targeted Banyan topology with a d = w = 4 is shown in
Fig. 6.9a. In the tool internal representation, the connectivity between nodes is
represented by the adjacency matrix of the graph. In such matrices, (i, j) refers to the
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intersection of row i and column j. A 1 at the position (i, j) means that the point i is
connected to the point j. As an example, the individual cross-connectivity matrices
Xnm (X01, X12 and X23) between logic cell stages of depth n to m are shown in
Fig. 6.9b.

6.3.2.2 Mapping Algorithm: Architectural Optimization

In the mapping process, an architectural optimization is first performed in order to
adapt the netlist to the physical architectural scheme. In fact, due to the layered
structure, the logic can be seen as pipelined. The input netlist of cell graphs has to
be processed by adding necessary synchronization elements to extend the input
and output data paths, as well as by adapting connections to conform to the
physical topology. For instance, in an ABC output netlist, any logic gate output
can be connected to several gate inputs. However, MClusters have a fixed fan-in
and fan-out. The netlist is made MCluster-compatible by adding buffering nodes to
limit the fan-out. The netlist is thus processed as follows:
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Fig. 6.9 a Banyan_4_4 topological arrangement (logic cells are labeled fxx, virtual input nodes
ixx and virtual output nodes oxx) and b associated cross-connectivity matrices
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• Input Layer Correction:

A check operation is performed to ensure that external data inputs only to the
first layer. If an input node (i.e. a node with no input connections) is not positioned
on the first layer, the hierarchical node position is updated. An illustration of this
step is shown in Fig. 6.10.

• Feedback Correction:

In a real-life netlist, feedback connections are possible within a set of logic
gates. Obviously, the layered organization of the structure does not allow a retro
active connection within the matrix. Any loop on a computation cell must thus be
handled by the BLE external interconnect. Hence, it is necessary to modify any
feedback connection into additional output and input terminals to ensure external
connectivity. This case is illustrated in Fig. 6.11.

• Jump Correction:

Due to the layered structure, a connection which ‘‘jumps’’ at least one logic layer
is not allowed by the topology. In fact, a connection between two layers must pass
through a logic cell. Consequently, the creation of a path (by the addition of a buffer
cell) instead of a jump is necessary to handle such a situation, as shown in Fig. 6.12.

• Multiple Buffering/Inverting Path Correction:

A logic cell which is connected to only one input signal is a buffer or an
inverter. Hence, we can try to find multiple buffering/inverting paths in the logic
function. Figure 6.13a depicts the situation of an incoming path. Two values f0
and f1 are propagated by two buffer paths (formed by f2 and f3 respectively). The
signals are then used by the f4 cell to compute the o0 result. It is clear that
buffering both inputs to propagate them through the structure is not optimal. It is of
course preferable to perform the operation as soon as possible in the path and to
buffer only the result, thus reducing the number of buffers by 29. Figure 6.13b
depicts the optimization of an outgoing path, which is analogous to the previously
described case but is in terms of the output signals.

L0 
Input level 

L1

L2

L3

Original 
function 

Formatted 
function 

Fig. 6.10 Input level
correction illustration
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• Multiple Output Correction:

In the MCluster organization, the logic cells are connected to a limited number
of other cells, i.e. fan-in/fan-out limitation. Hence, it is necessary to add buffers, in
order to duplicate the signals in an architecturally compatible strategy. Figure 6.14
depicts an example case, where node f0 drives three different outputs. In this
example, it is not possible to obtain more than two outputs per logic node. Hence, a
buffer is added to reach the constraint.

• Output Layer Correction:

In this final optimization step, all the outputs of the logic functions are placed
on the physical output layer. In Fig. 6.15, we consider a logic function where the
outputs are on layers L2 and L3. To meet the constraints of the architecture (here a
matrix of depth 4), buffers are added to place the outputs on the layer L5.

6.3.2.3 Mapping Algorithm: Brute-Force Mapper

After the logic functions have been processed to meet the specific architectural
requirements, the logic function netlist is brute-force mapped to the architecture
netlist. The adapted netlist is analyzed in depth, meaning that for each node in the
structure, child branches are identified and recursively explored. This depth
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Fig. 6.11 Feedback
correction illustration
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Fig. 6.12 Jump correction
illustration
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exploration is performed without any consideration of the edge orientation in the
graph. This allows identification of the connection between the nodes and initia-
tion of the mapping sequence. Logic nodes are then assigned to cells. This is done
according to the physical interconnections. Each layer’s connections are compared
to the relevant inter-layer architectural connectivity—allowing (or not) the
assignment of functions to cells. Branching (i.e. the exploration of the immediately
preceding alternative) is used when the arbitrary choice leads to a dead-end; the
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Fig. 6.14 Illustration of
multiple output correction
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Fig. 6.13 Multiple buffering/inverting path simplification illustration.— a incoming path—
b outgoing path

L0 
Input level 

L1

L2

L3

L5 
Output level 

L4

Original 
function 

Formatted 
function 

Fig. 6.15 Output level
correction illustration

158 6 Disruptive Architectural Proposals



www.manaraa.com

process is repeated until all functions are assigned to cells. The recursive algorithm
of this step is shown in Fig. 6.16.

As an example, we again consider a matrix which is four cells deep and four
cells wide using a Banyan interconnect topology (Fig. 6.9a).

The example function to map is represented by a graph (shown in Fig. 6.17),
generated by a random graph generator for test purposes. Its adjacency matrix is
also shown in Fig. 6.17.

Following the previously described adaptation methodology, the original
function graph is corrected in order to maximize the matching with the targeted
MCluster. Hence, the position of inputs/outputs and inter-layer jumps will be
corrected. The corrected graph is depicted in Fig. 6.18.

The graph exploration is then launched and we obtain the following sequence
(obviously, buf represents synchronization nodes):

pi0� p1� pi1� buf � p7� p4� p2� pi2� pi3� p5� p8� buf � po1� p9
� buf � po2� buf � po0� pi4� p3� p6� buf � buf � po3

Finally, the graph assignment is performed. In the example, the first point p1 is
assigned to the cell f00. According to the path defined in the previous step, a buffer
is the next point to assign to a cell in the matrix. Since f00 is physically connected

Fig. 6.16 MPack mapping algorithm (pseudo-code)
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to f10 and f12, the cell with lower y-index (here f10) is arbitrarily chosen for the
buffer assignment, and the other possibility is memorized. In our example, the final
programmed matrix is shown in Fig. 6.19. In this figure, we can see the nodes of
the logic function graph and the nodes added for synchronization purposes
correctly placed on the cell matrix.

6.3.2.4 Clustering Algorithm

The clustering algorithm aims to group the logic cells into arrangements of
MClusters. Such functionality is widely used in CAD tools.

There is large body of prior work on the packing problem for FPGAs. Most of it
focuses on the optimization of area, delay, and/or power for the basic (LUT-based)
soft logic complex blocks. These algorithms include T-VPack [21], T-RPack [22],
IRAC [23], HDPack [24], and others [25–28].
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Fig. 6.18 Function graph
after correction step
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In the MPack tool, we used algorithms derived from VPACK [29]. The tool
constructs each MCluster sequentially, where the algorithm greedily packs the
cells into MClusters. The pseudo-code for the algorithm is shown in Fig. 6.20.

It starts by choosing a seed cell for the current MCluster. As described by [29],
the best way to choose the seed is to select the unclustered cell with the most used
inputs. This approach prioritizes early placement of cells using the most cluster
inputs, which are a scarce resource. Next, the tool selects the cell with the highest

Fig. 6.19 MCluster after function packing

Fig. 6.20 MPack’ clustering algorithm (pseudo-code)
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‘‘attraction’’ to the current MCluster, which can legally be added to the current
cluster. This evaluation of legality is performed by the previously described
mapping algorithm. Essentially, we check if the cell added to the current MCluster
leads to a valid and mappable MCluster. If the cluster is mappable, then the cell is
definitively added to the current cluster. The attraction between a logic cell LC and
the current MCluster MC is, as described in [29], the number of inputs and outputs
they have in common:

Attraction ðLCÞ ¼ Nets ðLCÞ \ Nets ðMCÞj j

This procedure of greedily selecting the cells to add to the current MCluster
continues until either (i) the MCluster is full or (ii) adding any unclustered cell
would make the current cluster illegal. If the cluster is full, a new seed is selected
and the packing starts for another MCluster.

6.4 Evaluation of Fixed Interconnect Topologies

This section aims to evaluate the impact of the choice of interconnect topology in
the MCluster architecture. The topology is evaluated considering performance
metrics in the context of the packing method. It is worth pointing out that the
evaluations proposed in this section are based only on the packing method pre-
sented above. The results are then considered valid at the cluster level, and are
used to validate the methodology. Large benchmarks, based on the complete tool
flow, will be evaluated in the next section.

6.4.1 Methodology

Our analyses were carried out on an MCluster_4_4 using the previously mentioned
intra-matrix interconnection topologies. We evaluated various metrics: the success
rate of packing function graphs, the fault tolerance and the average interconnect
length. We have carried out detailed analyses to compare the efficiency of the
different intra-matrix interconnect topologies. We use a random graph generator to
generate static sets of function graphs containing 6–16 points, in order to obtain
fixed comparison criteria between topologies. No graphs contain isolated nodes, as
here we focus on fixed interconnect layers, which are severely penalized by iso-
lated nodes. Each set, which corresponds to a given number of points in the
function graph, contains 1,000 samples. Using the previously described packing
method, each function is programmed onto the MCluster_4_4 using the various
intra-matrix interconnect topologies (ideal or faulty) and metrics are calculated.
MCluster_4_4 was an arbitrary choice because there is a good tradeoff between
complexity and simulation time. Figure 6.21 summarizes the evaluation method-
ology and the associated parameters.
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6.4.2 Packing Success Rate

Applying static sets to ideal interconnect topologies, we can test the ability of the
matrix-topology ensemble to have complex functions packed onto it. Considering
the percentage of function graphs successfully packed onto the matrix with respect
to the number of samples in the set, we obtain the success rate. Figure 6.22 shows
the comparison of success rates for Banyan, Modified Omega, Flip and Baseline
topologies. For Banyan, Flip and Baseline interconnect topologies, the success rate
is about 80% when the function graphs have six points. At 12 points, the success
rate is about 25%. The difference between these three topologies is thus relatively
small. However for the Modified Omega interconnect topology, the success rate is
about 90% for six-point function graphs and about 40% for 12-point graphs. This
clearly shows that the Modified Omega interconnect topology is more suitable for
this type of matrix.

This is because this topology has lower redundancy than the other topologies
and spreads calculations over cells occupying less width, which seems to corre-
spond better to typical function graphs. In fact in the matrix, there are pairs of cells
which have the same inputs. For two cells which have the same inputs, the sum of
the number of functions they can achieve is 14. For two cells which do not have the
same inputs, the sum of the number of functions they can implement is
14 ? 14 = 28. In the Banyan topology for example, there are six pairs of cells
which have the same inputs, while in the Modified Omega topology, every inputs
are different. This is the main reason why the Modified Omega topology has the
potential to realize more functions than other topologies.

It is worth noticing that a traditional LUT approach would lead to a 100%
mapping success rate, insomuch as all possible combinational functions could be
achieved by a LUT with a sufficient number of inputs. Then, the use of a MIN
reduces the number of packed logic functions. Such a problem is managed at a
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Fig. 6.21 Performance evaluation method for fixed interconnection topologies
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higher hierarchical level. For example, if a function graph cannot be packed onto a
single matrix, we can split it and map the sub graphs onto different matrices.

6.4.3 Fault Tolerance

6.4.3.1 Physical Origin of Defects at Nanoscale

A significant concern in the use of nano-scale devices for computing architectures
is the reliability of these individual devices and that of the resulting system. For
instance, the chemical processes for building devices in a bottom-up approach will
have significantly lower yields than those obtained via current fabrication prac-
tices, resulting in aggregates with high defect rates. For example, when consid-
ering transistors based on carbon nanotubes, defects introduced by the nanotube
synthesis process could impact the behavior of the CNFET [30]. It is also nec-
essary to consider that traditional processes have to shrink to build such devices.
Due to variability, the overall system performance is thus likely to be dominated
by unreliability as concerns individual device characteristics. Thus, it will be
utopian to consider that interconnection layers will be defect-free. Most probably,
at least one link could be destroyed or stuck in a Boolean state [31].

6.4.3.2 Analysis Protocol and Results

Typically, unreliable systems use defect-avoidance techniques [32] to increase their
reliability. Such techniques are based on defect detection and are packing-aware.
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To study fault tolerances in matrices, we must introduce defects in the intercon-
nection layers, which will force the packing method to work around them. This will
simulate the behavior we could achieve with a defect avoidance technique. With
these considerations, physical interconnection defects were simulated by randomly
deleting links in layers. Cell non-functionality is simulated by deleting all related
input/output links. By so-doing, we assume that the faults are only static and due to
fabrication processes issues, i.e. they do not change dynamically during runtime. It
is also worth noticing that, by using defect-avoidance techniques, we assume that
the faults are testable.

Using the Banyan topology as a reference, Fig. 6.23 shows the comparison of
success rates for Modified Omega and Banyan topologies in the cases of one or two
faulty links on the first layer and one faulty cell, which are the most representative
cases. For all topologies, when the function graphs have six points or 16 points,
faults have no influence on the success rate, because the interconnect topologies are
not a decisive factor at these limits. For 12 points, the success rate of the Modified
Omega topology falls faster than for the Banyan topology. The Banyan topology
can thus be considered to be more robust than the Modified Omega topology in
terms of sensitivity to faults, but in all situations, the absolute success rate for the
Modified Omega topology remains higher than that of the Banyan topology.

6.4.4 Average Interconnect Length

Arbitrary coefficients are assigned to interconnect based on how long they are.
Given an interconnect between cells at coordinates (x, y1) and (x ? 1, y2)
respectively, the coefficient value is given by |y2-y1| ? 1 (assuming a Manhattan-
based interconnect geometry).
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Directly after the packing process, it is therefore possible to sum the coefficients
of all used interconnects. This method gives information about the interconnect
length used in the system. Considering layout and design rules, it is possible to
extract parasitic capacitances, and therefore to deduce the maximum working
speed of one pipeline stage.

Figure 6.24 shows the average interconnect length comparison. The Banyan
topology displays the lowest interconnection length due to its straight-ahead paths.
However, the Modified Omega topology, with its long shuffle links, is the worst
case with 25% greater overall interconnects than Banyan. This shows that the
average system speed is likely to be higher with the Banyan topology than with the
others.

6.4.5 Discussion

The results, obtained above, are summarized in Table 6.1. The metric ‘‘Perfor-
mance’’ is calculated as the inverse of the average interconnection length and all
the values are normalized considering the use of the Banyan topology for a 12-
node graph as reference, such that

MetricNormalizedðXÞ ¼
Metricat 12 nodesðXÞ

Metricat 12 nodesðBanyanÞ :

The Modified Omega topology gives the best results in terms of success rate
and fault tolerance, whereas it appears to be the worst for performance. However,
considerations about performance will require deeper analyses considering the
layout, and real values of extracted parasitic capacitances. The three other
topologies analyzed are quite similar in results. As mentioned above, these results
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might be explained by the redundancy of the interconnect topologies. In fact,
highly redundant topologies will give good results in terms of fault tolerance,
while their packing success rate is less convincing.

6.5 Global Architecture Evaluations

6.5.1 Methodology

In this section, we evaluate the performance of the proposed architectural scheme.
We will use the previously described toolflow and map the MCNC and ISCAS’89
benchmarks [33] to the target architecture. Different scenarios will be used to
evaluate the impact of the granularity and the latch depopulation, and to compare
the global performance with the CMOS counterpart. The CMOS reference
architecture is formed by CLBs organized with ten BLEs of four-input LUTs.
Twenty two inputs will then come from the external routing structures into the
block. The physical parameters of the different structures are extracted using
65 nm Back-End data. The used metrics are the area and the critical routing delay.
These metrics are computed during the Place and Route iteration of the flow. The
area corresponds to the sum of the logic area, i.e. the area of used CLBs, and the
routing area, i.e. the area of the used routing resources. These values are expressed
using the k parameter, which is defined as half of the minimum gate length. All
areas are normalized with respect to the largest circuit implementation. The critical
routing delay corresponds to the most constrained delay through the routing
structures, i.e. the longest path external to the CLBs.

6.5.2 Evaluation Results

6.5.2.1 Impact of the Granularity

Figure 6.25 depicts the area estimation of an FPGA, following the proposed
architectural scheme. While the MClusters are totally populated in terms of latches,
we study the impact of their granularity by varying the size of the clusters. The best

Table 6.1 Analysis summary

Packing efficiency Performance (1/int. length)

No faults With faults

Banyan 1 1 1
Baseline 0.84 0.86 0.89
Flip 1 1 0.78
Modified Omega 1.65 1.42 0.71
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results are obtained with MClusters_3_3, where an improvement of 12% on
average, compared to a 2 by 2 granularity, can be observed. It is worth noticing that
for a smaller, as well as for a higher granularity, the used area increases drastically.
For large clusters, this can be explained by the large size of MClusters with respect
to their poor mapping ability. In such cases, the incomplete interconnectivity
becomes a major hurdle, because of the large number of wasted cells used only for
buffering purposes. On the other hand, when a 1 by 1 granularity is used, the
amount of external circuitry required for the routing heavily dominates the area, as
compared to the computation cell. This leads to a large area overhead, and confirms
the initial hypothesis of this work, where the direct transposition of an FPGA
architecture to ultra-fine grain would lead to a large interconnection overhead.

6.5.2.2 Impact of Latch Depopulation

Figure 6.26 depicts the area estimation of the MCluster-FPGA with a 3 by 3
granularity and latch depopulation.

The depopulation ratio corresponds to the number of latches that have been
removed in the structure, with respect to the maximum number of possible latches.
We can observe that the use of latch depopulation is not a good strategy for area
performance, because of a nearly 29 increase in used area. While the idea of
removing some latches is interesting to handle the size of the cluster (the size of a
latch is much greater than that of an elementary cell), it appears detrimental to the
routing efficiency. In fact, the position of the latch is not taken into account by the
MCluster packing tool. This leads to a less efficient placement iteration, and
consequently to the inefficiency of the depopulation.

Fig. 6.25 Area estimation for MCluster-based FPGAs with various granularities

168 6 Disruptive Architectural Proposals



www.manaraa.com

6.5.2.3 Performance Comparison with CMOS

Figure 6.27 depicts the area estimation for a 3 by 3 granularity MCluster-based
FPGA and compares it to its CMOS counterpart. The benchmarks show an area
reduction ranging from 38 to 62%, with an average of 46%. This is clearly due to
the low area impact of ultra-fine grain logic cells, compared to the rather larger
area required by a CMOS LUT. In fact, a 3 by 3 cluster costs an area of 63,433k2

(with k the half of the minimum gate length) while a four-input LUT costs
54,292k2. It is worth noticing that, while their size remains in the same order of
magnitude, the functionality of an MCluster is much higher than that of an
equivalent LUT. With the same size, MClusters can input 50% more data and can
output 39 more results. When correlated with the efficiency of the packing tool for
matrix clustering, this demonstrates a clear advantage of the complete proposal as
compared to the CMOS approach.

Figure 6.28 depicts the distribution of the critical routing delay through all the
benchmarks using three different scenarios. While the average delay is not chan-
ged significantly (delay reduction up to 10%), it is worth noticing that the use of
MCluster structures allows a reduction in the standard deviation of the delay
distribution. In fact, we can observe that, while the CMOS distribution is quite
large, the use of a 2 by 2 MCluster implies a lowering of the extremes, and tends to
globally improve the performance of the mapped circuits. This behavior can be
explained through the global impact of ultra-fine granularity on the benchmarking
toolflow. In fact, ultra-fine granularity induces a predominance of local inter-CLB
interconnect instead of long wire connections, thus leading to the reduction of long
critical paths.

Fig. 6.26 Area estimation for MCluster_3_3-based FPGAs with different latch depopulation
scenarios
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6.5.3 Discussion

In this chapter, we proposed a layered structure, derived from conventional
FPGAs. To build a fine-grain combinational block from a population of ultra-fine
grain logic elements, it was necessary to add a new design layer.

In the envisaged architecture, ultra-fine grain logic cells are arranged into
matrices, called MClusters. To prevent inherent interconnect overheads, the cells
are interconnected through fixed and incomplete topologies. Several topologies
could be envisaged. The MClusters are further organized into BLE/CLBs,

Fig. 6.27 Area estimation for 3 by 3 MCluster-based and CMOS-based FPGAs

Fig. 6.28 Critical routing delay repartition for 2 by 2, 3 by three MCluster-based and CMOS-
based FPGAs

170 6 Disruptive Architectural Proposals



www.manaraa.com

with complete interconnect and the CLBs are arranged in islands to form the
FPGA. The Modified Omega interconnect topology gives the best results in an
MCluster_4_4 context.

It is worth noticing that several other topologies can be investigated. In other
work, a cross-cap pattern has been proposed for the matrix arrangements [34, 35]
to overcome logic depth and data directivity concerns. Another solution to con-
stant logic depth, where the layered matrix structure requires a large number of
buffers to correctly output results, is to modify the structure to output some of the
internal nodes of the matrix and delete some cells often used for only buffering, as
shown in Fig. 6.29.

From an integration perspective, it is worth highlighting that a matrix organi-
zation is particularly well-suited to the structural regularity required by CNFET
fabrication processes. Matrix patterns fundamentally exhibit structural regularity,
which is easily transposable to highly regular fabrication processes. For example,
in the case of in-field reconfigurable cell, even if there are many fundamental
CNFET integration issues which are still unsolved, the architecture is compatible
with recent proposals and fabrication results [36, 37], since it is possible for long
bundles of nanotubes to span several cells in the same column (Fig. 6.30).

From a higher-level perspective, the MCluster organization has demonstrated
good improvements in area and delay with respect to CMOS when using a 3 by 3
granularity.

While the proposed solution appears particularly interesting for future FPGAs,
it will also be of high interest to study other architectures, which go beyond
conventional CLB organization. In fact, the approach presented in this chapter is
quite close to the traditional FPGA scheme. In Figs. 6.31 and 6.32, we present a
more speculative proposition for the Configurable Nano Logic Block (CNLB).
Figure 6.31 shows an MCluster_4_4 connected to four sequential elements,
dedicated to latch the outputs of the cluster. Peripheral circuitries are used to allow
serial loading of configuration data, thus reducing the number of interconnect
metals lines that are used for configuration. Figure 6.32 shows the organization of

Early
Output 0

Early
Output 1

Fig. 6.29 Modified-Omega
based MCluster with early
internal outputs and cell
depopulation
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the CNLB. We propose the use of a logic pipeline. In this arrangement, the logic
structure presented in Fig. 6.31 is duplicated many times and cascaded into many
pipelined paths. A configurable interconnection is possible between the pipelines.
This organization can be considered as another layered arrangement, similar to that
of the MCluster. Furthermore, management circuitry will be added to this circuit,
to ensure service tasks, such as scheduling or synchronization between tasks and
paths through the pipeline, as well as ensuring the correct behaviour of the whole.
For example, a defect mapping operation could be in charge of a dedicated state-
machine-based test circuitry to return the information to upper-level blocks in
charge of defect avoidance.

Another final possibility is also to pursue the straightforward MCluster orga-
nization. For this case, Fig. 6.33 shows a double-stage MCluster organization with
four MClusters_4_4 interconnected using a Modified Omega topology (intra-
matrix interconnect). The four internal MClusters are then packed into another
MCluster organization of two blocks in depth and two in width. These blocks are

Fig. 6.30 Illustration of two
MClusters_4_4 physical
implementation on parallel
carbon nanotubes layer
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then interconnected by a Modified Banyan topology (white inter-matrix inter-
connect), which aims to interconnect the various blocks from side to side (black
inter-matrix interconnect), while maximizing direct interconnections. This final
proposal helps to show that the design exploration space, reachable by the pro-
posed benchmarking flow for ultra-fine grain, is both broad and promising.

Management Finite State Machine
Starting (defectmapping, configuration,…) 

Operating (graph scheduling, reconfigurations) 

Logic Pipeline

MClusters MClusters

MClusters MClusters

Data and configuration bus (serial?, parallel?, direct?)
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Finally, several routing arrangements can also be envisaged instead of the
traditional mesh pattern. In [5, 6], the authors have proposed a convenient hier-
archical organization for intra-CLB routing. These approaches are based on the use
of MINs and fixed interconnection topologies that could efficiently replace the
complete CLB interconnect. Thus, an interesting opportunity could be found in
mixing the hierarchical approaches for routing (i.e. hierarchical routing) and logic
(i.e. MCluster organization).

6.6 Conclusion

In this chapter, we dealt with the problem of architectural organization for
emerging logic circuits. Reconfigurable logic uses the largest part of its area for
‘‘peripheral circuitry’’. It is then of high interest to explore the implication of a
drastic reduction of the logic part. While it is not obviously of first order, this
exploration is motivated by the fact that reducing the logic part may lead to
changes in interconnect strategies and consequently to new architectural organi-
zations which improve the global performance of the reconfigurable device.
Specifically, emerging technologies lead to the emergence of highly compact logic
cells, such that using conventional reconfigurable computing schemes with ultra-
fine granularity would lead to a large interconnect overhead. To prevent this, we
propose the use of matrices of logic cells, interconnected by layers and using a
specific fixed and incomplete interconnection pattern. This new combinational
computation block is then packed with FFs to realize a BLE scheme. It is worth
noticing that not all outputs will be latched, in order to reduce the size of the BLE.
The final island-style remains the same.

In order to benchmark the performance of the proposed circuit, we enhanced the
conventional toolflow. In particular, we added a specific packing tool, called
MPack. This tool is intended to perform a packed netlist of logic cells into netlists
of MClusters. The tool is based on two principal algorithms: greedy clustering and
brute force mapping. The clustering chooses which blocks must be packed toge-
ther, while the cluster is legally checked by brute-force mapping onto the target
architecture. With this toolflow, it is possible to benchmark the proposed structure.

This method has thus been used to analyze intra-matrix topologies with respect
to various metrics, and demonstrated that the mapping success rate is about 90%
for six-point function graphs and about 40% for 12-point graphs when using the
Modified Omega interconnect topology in a 4 9 4 matrix. Moreover, we have
shown that the Modified Omega interconnect topology is still more robust than
other topologies in the presence of defects. In contrast, the Modified Omega
topology is not a good choice for speed, displaying 25% greater overall inter-
connect length within the cell than the Banyan topology.

We subsequently evaluated the potential of the architecture in terms of
MCluster granularity and latch depopulation, and compared the structure to a
CMOS FPGA. We showed that the best granularity for used area is a 3 by 3
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cluster, while the latching remains entirely populated. We finally showed an
improvement with respect to CMOS with an average area saving of 46%, and we
discovered that the routing delay is less distributed and tends to be more
controllable than in the traditional approach.

To summarize, ultra-fine grain architectures appear to be highly relevant for
future computation systems. Furthermore, many logic cell arrangements and
interconnect topologies are possible at several levels. With the help of complete
architectural exploration tools, the field could reveal interesting opportunities for
future systems.
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Chapter 7
Conclusions and Contributions

Abstract In this chapter, we aim to conclude the book. A complete description of
the research contributions and their impact on the nanoarchitecture community is
given.

The global objective of this book was to provide a framework, suited for the
comparison of different emerging technologies. In this concluding chapter, we
summarize the main results and overall contributions of the previous chapters.

7.1 Global Conclusions

In this book, we intended to evaluate the potential of emerging technologies for
future computing application. This topic is of course so broad that significant effort
will be invested in the costly development of emerging technologies even if the
system perspective cannot be foreseen. In order to reduce the lead-time and the
costs, we explored a fast evaluation methodology. This methodology is based on a
generic architectural template (Chap. 1). This was chosen to be a generalized
FPGA architecture, since its high flexibility makes the circuit well-suited to
several applications. After building a global overview of current and emerging
reconfigurable architectures, we formalized the architectural template that will be
the baseline of our study (Chap. 2).

The standard reconfigurable architecture drawbacks are the routing and mem-
ories that are used to configure the whole architecture. We thus studied how
emerging technologies can improve the configuration memory nodes, as well as
the routing resources (Chap. 3). Several memory and configurable routing nodes
have been proposed using 3-D based technologies. These circuits are expected to
improve the global FPGA architecture. These considerations have been addressed
by benchmarking a structurally enhanced FPGA (Chap. 4). The benchmarking is
performed by using the traditional FPGA flow and by tuning the architectural
description.
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While improvements of memories and routing resources appeared as the most
convenient way to optimize the FPGA structure, we also assessed the logic block
circuits (Chap. 5). In fact, computation blocks in standard FPGA systems occupy
\20% of the total area. We thus investigated new computation cell paradigms that
to enable the exploration of new architectural organizations in which the pre-
dominance of the logic blocks is increased. Several technologies were investigated
to compact the elementary logic block, leading to ultra-fine grain logic. The
standard reconfigurable template was enhanced to take into account the novel
ultra-fine grain paradigm. We provided a specific organization for ultra-fine grain
logic FPGAs, based on matrices of cells interconnected by fixed and incomplete
topologies (Chap. 6). In order to evaluate this new scheme, a specific packing tool
was developed and linked to the standard benchmarking flow (Chap. 6). The ultra-
fine grain architecture was therefore studied, in terms of topology selection and
sizing, and was compared to its equivalent CMOS circuit (Chap. 6).

7.2 Contributions to Methodology and Tools

To allow fast and low-cost assessment of emerging technologies, we developed a
new evaluation methodology. In fact, we defined a standard and generic archi-
tectural template that was intended to be efficiently realized by disruptive tech-
nologies. Thus, it became possible to provide a full set of evaluation tools that
allow the evaluation of a wide range of technologies for a broad range of appli-
cation contexts (Chap. 1). To do so, we proposed a complete tool flow, able to
instantiate our generic template customized with several technology parameters
(Chaps. 4 and 6). Based on the conventional flow established for the exploration of
FPGA architectures, several tools were connected together to allow the evaluation
of (i) standard FPGAs, (ii) reconfigurable circuits with enhanced routing,
(iii) reconfigurable circuits with gate-based computation blocks (instead of LUTs)
and (iv) reconfigurable circuits with a specific architectural organization. In this
final context, a specific packing tool was developed in order to allow regular
arrangements of logic cells with special interconnection topologies (Chap. 6).
This tool (called MPack) is fully compatible with the standard tools and has
demonstrated performance in terms of computation time and mapping results
compatible with its design exploration purpose.

7.3 Contributions to Memories and Routing Resources
for FPGA

In FPGAs, routing resources and memories occupy more than 80% of the chip
area. Memories are distributed all over the circuit and are used to program the
computational logic blocks and the active routing elements. Memories are
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traditionally implemented using SRAMs, which are costly in terms of area.
Routing resources are used to create paths between logic blocks. The introduction
of many active elements through the logic paths has two obstacles. Firstly, they are
highly area consuming since they must be built in front-end silicon. This obviously
also has an impact on interconnect size, since the lines must constantly connect
back-end to front-end active layers and so on. Secondly, the introduction of active
devices into the logic data path tends to globally decrease the performance.
In order to assess these questions, we explored the interest of three 3-D based
technologies (Chap. 3): resistive phase-change memories, monolithic 3-D inte-
gration process and vertical NWFET.

Resistive memories are non-volatile passive devices that can be programmed
between two stable resistive states. These devices are compatible with the back-
end and can be embedded within the interconnection layers. A configuration
memory node was proposed, based on resistive memories arranged in a voltage
divider, in order to store intrinsically a logic voltage level. The node improves its
equivalent non-volatile flash counterpart by 1.5x in area and 16.6x in write time,
while it improves on an emerging magnetic memory based equivalent by 3.8x in
area. Resistive memories are also remarkable for their low on-resistance (up to
50 X, with respect to 9.1 kX for minimum-sized CMOS 65-nm transistors). Thus,
it is of high interest to introduce the device directly into the logic data paths, to
yield high-performance switches. It is thus possible to create routing elements that
combine pass-gate and configuration memory into a unique two-terminal resistive
node. We demonstrated that this node leads to an improvement in area of 3.4x
compared to flash and 14x compared to magnetic memories.

The monolithic 3-D integration process aims to stack several layers of active
silicon with high via density. This appears promising with respect to the previous
technology that stacks only passive devices. We assessed the performance of
FPGA elementary building blocks realized in a full 3-D scheme. Monolithic 3-D
technology exhibits high alignment accuracy. This makes it possible to envisage
splitting between the configuration memory and the data path logic. In standard
3-D techniques, this is not possible due to the large number of interconnections
that are required between the two levels. We implemented a simple 2-bit LUT
element and various cross point architectures. We showed that the LUT2 can be
improved by 2.03x in area compared to an equivalent 2-D circuit. It has also been
shown that the intrinsic delay is improved by 1.62x, the load factor by 6.11x and
the average power by 2.02x. This tendency is also observed with the routing cross
points where gains of 2.93x in area, 3.1x in intrinsic delay, 1.07x in load factor and
2.1x in average power were demonstrated.

More prospective vertical NWFET technology enables transistors to be entirely
implemented between two metal layers. This opens the way towards large high-
performance transistors with small footprint impact, due to the vertical orientation
of the active volume. This technology also enables the realization of complete
logic functions within the metal layers. In particular, we proposed a configurable
via that switches on under a Boolean (single- or multiple-input) condition. It is also
possible to realize complex logic gates, and so to place signal buffers, logic
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functions and configuration memories above the initial circuit. To evaluate this
disruptive technology, we proposed a methodology based on TCAD simulations.
After modeling the devices physically, transient simulations were carried out to
extract the performance metrics of simple circuits. We demonstrated that such a
technology yields an improvement of 31.2x in area, 2.5x in intrinsic delay and
14.5x in leakage power with respect to the equivalent CMOS gate.

7.4 Contributions to Logic Blocks for FPGA

The largest part of the FPGA architecture is occupied by ‘‘peripheral circuitries’’.
In an incremental design approach, it is reasonable to focus on this part. Never-
theless, new computational block architectures should lead to the emergence of
new system architectures, and potentially to a reduction of the imbalance between
peripheral and logic circuitry resources. In this context, we drastically reduced the
size of elementary computational blocks (Chap. 5), and defined the obtained logic
as ultra-fine grain logic. Two principal technological paradigms have been
explored: the use of enhanced-functionality devices (i.e. devices with innovative
functionalities with the same dimensions) and the use of density-increased devices
(i.e. more devices in the same space). Regarding the technological obstacles for
each technology, we proposed credible technological assumptions for all the
expected processes.

For the functionality-enhanced device, we propose to use DG-CNFET tech-
nology as case study. A DG-CNFET can be configured to one of three different
states (n, p and off) by changing its back-gate voltage. This device enabled the
design of a compact dynamic logic cell able to perform 14 Boolean functions with
only seven transistors. We showed that such a cell improves area by 3.1x with
respect to the equivalent CMOS counterpart due to the increase in functionality,
while keeping a power-delay product almost constant with comparisons to a
prospective CMOS technology (objectively extrapolated with a methodology
based on the ITRS approach and figures). We then provide a generalization of the
use of control polarity-gate voltages on dynamic logic cells. In particular, the
back-gate is used to select the polarity of the transistor and to control the evalu-
ation of the different stages. We demonstrated a potential gain up to 50% in area
compared to standard dynamic MOS logic.

Two density-increased devices process were subsequently explored. Emerging
technologies have opened the way towards the use of active devices in a high-
density crossbar structure. We proposed the use of a sublithographic crossbar of
nanowires to realize an ultra-fine grain logic cell. While such an organization has
already been envisaged to build complete and complex systems, we used it to
implement small circuits only. The scheme was simplified, in order to manage the
connection requirements between the micro and nano scales. In particular, we
added internal inverters directly within the structure, instead of propagating
inverted signals through the chip. We demonstrated that such a scheme would lead
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to an improvement of 4.1x in area and of 4.6x in intrinsic delay. This is due to the
very small dimensions achieved by the device integration well below lithographic
dimensions. Nevertheless, we should note that such a technology is highly
controversial regarding the fabrication process. In fact, sublithographic dimensions
often require complex alignments of bottom-up fabricated devices. Thus, we
proposed a crossbar process flow derived from an industrial and lithographic
FDSOI technology, with higher feasibility than the previous approach. We devised
the technology guidelines and the layout structure for the logic cells using the
crossbar arrangement. Considering all the parasitics, we then performed
technological optimization in order to find the best process conditions. We finally
demonstrated that the technology yields an area improvement of 6x and a power
consumption improvement of 1.48x compared to the CMOS counterpart.

7.5 Contributions to Architectures

As previously presented, the architecture could be improved in two ways: an
improvement of routing resources (Chap. 4) and an improvement of the logic
blocks that lead to a new architectural organization (Chap. 6).

Improvement of the architecture in terms of memory and routing resources has
been done using the various technologies introduced. For each technology
explored, a different FPGA organization has been proposed. Thanks to the tradi-
tional FPGA benchmarking flow and the tuning of architectural parameters, we
showed that it is possible to improve the area, compared to the conventional FPGA
scheme, by 46%. This value is obtained for the vertical NWFET technology. This
technology is the best in terms of routing circuit area improvement. This obviously
impacts the architecture accordingly. Others technologies led to a gain of 21% in
area for monolithic 3-D and 13% for phase-change memories. Regarding critical
path delay, a maximum gain (up to 44%) was observed for phase-change
memories, which is obviously due to the low on-resistance of the technology
(i.e. good switch performances). Vertical NWFET technology also led to good
results with a gain of 42%. Monolithic 3-D improved the delay by 22%, due to the
good electrical properties of the FDSOI technology.

In terms of architectural organization, we described a new scheme suited to
computation at ultra-fine grain (Chap. 6). In particular, we explored the use of
compact logic cells (Chap. 5). While it is not possible to use a standard FPGA
organization due to a large interconnection overload, we proposed the use of
matrices of logic cells. These matrices are expected to perform combinational
computation. To prevent interconnection complexity, we further proposed the use
of a layered interconnect, based on fixed and incomplete topologies. These
arrangements were named MClusters, and were introduced in the standard FPGA
scheme instead of LUTs. Using the specific benchmarking tools that we
developed, we studied the topology impact on the performance of MClusters. We
found that the best topology is the Modified Omega, thanks to its properties of
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interconnect shuffling. We then performed an evaluation of the complete FPGA
architecture, and we demonstrated that the best MCluster sizing was obtained for
matrices of 3 by 3 logic cells. Such a scheme yielded an improvement of 46% in
the total area for the FPGA and a global improvement of the critical path delay
repartition.

182 7 Conclusions and Contributions



www.manaraa.com

Index

1-D, 7, 12, 21, 34, 35, 109, 120
2-D, 7, 23, 42, 43, 47, 48, 53, 55, 87, 99, 101,

109, 148, 179
3-D, 6, 11, 13, 21, 23, 35–38, 40, 42–48, 51,

53–55, 87, 95–98, 101–103, 177,
179, 181

A
AA-Pack, 152
ABC, 89, 90, 152, 155
Active area, 112, 129, 130
Alignment, 11, 34, 37, 38, 44, 54, 98, 121,

123, 179
Ambipolar, 12, 36, 107, 109–111, 152
Ambipolarity, 35, 107, 108, 110, 111
Ambivalence, 117
ASIC, 19, 20, 24, 33, 119, 123
Attraction, 162

B
Back-End-of-Line, 11–13, 23, 26, 27, 29, 32,

35, 41, 45–49, 52, 54, 55, 87, 94,
98–100, 112, 125, 179

Ballistic transport, 109
Basic Logic Element (BLE), 22, 23, 26, 39,

88–90, 95, 146–148, 150, 156, 167,
170, 174

Benchmark, 10, 14, 32, 38, 55, 87–93, 96, 99,
145, 151, 152, 162, 167, 169, 173, 174,
177, 178, 181

BLIF, 89, 152, 154
Blocks, 95
Bonding, 38

Bool, 46, 113, 164, 179, 180
Brute-force, 157, 174
Buffer, 48, 98, 118, 119, 124, 127, 130, 156,

157, 159
Bulk, 42, 43, 45, 49, 51, 53, 55, 91, 96, 99,

111, 120, 133

C
Carbon, 7, 17, 36, 107, 109, 110, 112, 115,

119, 139, 140, 164
Carbon: Graphene, 7, 109
Carbon: Graphene NanoRibbon (GNR), 110
Carbon: Multiple-wall carbon nanotubes, 109
Carbon: Nanotubes, 7, 35, 36, 109, 110, 112,

115, 164
Carbon: Single-wall carbon nanotubes, 109
Chemical-Vapor-Deposition (CVD), 45
Clocking signals, 36, 113
Clocking signals: Evaluation, 8, 9, 12–14, 23,

30, 37, 42, 43, 49, 53, 55, 88, 90, 92,
95, 96, 99, 100, 113, 115, 117, 118,
123, 127, 131, 139, 140, 147, 162, 178,
180, 182

Clocking signals: Precharge, 113, 117, 118
Cluster, 23, 25, 161, 162, 168, 169, 171,

174, 175
Clustering, 152, 154, 160, 169, 174
CMOS, 8, 13, 14, 19, 22–24, 26, 29–32, 34,

35, 37, 38, 40, 45, 48, 49, 52–55, 91,
92, 94–96, 99, 103, 108, 112–115,
117–119, 121, 126, 127, 130, 136, 137,
139–141, 145–148, 167, 169, 171, 174,
178–181

Compact model, 49, 53

P.-E. Gaillardon et al., Disruptive Logic Architectures and Technologies,
DOI: 10.1007/978-1-4614-3058-2,
� Springer Science+Business Media New York 2012

183



www.manaraa.com

C (cont.)
Computer Aided Design (CAD), 10, 23, 160
Configurable Logic Block (CLB), 20, 23, 24,

26, 27, 39, 88–90, 93, 94, 146, 147, 150
Configurable Nano Logic Block, 171
Connection Box (CB), 20, 95
Constraints: Application, 9
Constraints: Timing, 89
Contact, 26, 36, 38, 45, 46, 110, 121, 129–131
Critical path delay, 22, 87–89, 97, 100–103,

181, 182
Crossbar, 12, 17, 18, 30, 32–35, 107, 120, 121,

123, 125, 128–134, 136–140, 180
Cross-point, 32, 33

D
Data path, 11, 22, 23, 27–30, 33–35, 39, 40,

43, 53–55, 88, 91, 92, 96, 102, 126,
155, 179

Decoders, 26, 27
Density, 3, 5, 11, 12, 14, 19, 23–25, 27, 30, 32,

36, 37, 40, 43–45, 54, 55, 94, 98, 108,
109, 119, 120, 126–129, 133, 139, 140,
145, 179, 180

Density: Density-increased devices, 14, 40, 180
Design kit, 42, 49, 92, 131
Design Rule Check (DRC), 125
Design space, 38
Disruptive block, 108, 147
Doping, 4, 25, 33, 34, 47, 111, 112, 129, 130
Doping: In situ, 121
Double-gate, 12, 108, 111

E
Electrical: Interface, 31
Electrical: Simulation, 23, 40, 41, 114, 126, 131
Electrical: Simulator, 67, 76
Electronic Design Automation (EDA), 101
Elementary block, 40, 52, 88, 96, 99
Emerging, 7–10, 12, 13, 17, 21, 29, 31–33, 35,

37, 38, 40, 88, 107, 108, 140, 145, 147,
174, 177–180

Emerging: Devices, 8, 10, 12, 13, 31, 32, 35,
108, 147

Emerging: Technologies, 9, 13, 17, 21, 37, 38,
40, 88, 107, 140, 145, 147, 174, 177, 178

Etching, 27, 45, 112, 122, 129

F
Fabric, 26, 34, 121
Fan-Out of 4 load, 41, 115, 131

Fault-tolerance, 10, 12, 42–45, 53–55, 87,
95–97, 102, 109, 120, 128, 129, 131,
133, 139, 140, 147, 150, 156, 181

Field Programmable Gate Array (FPGA), 6,
11–14, 17–33, 36, 38–40, 52, 54,
87–99, 102, 107, 115, 131, 140,
146–148, 151, 152, 167–169, 171, 174,
177–181

Field Programmable Gate Array (FPGA):
Organization, 95, 181

Flip-Flops, 22, 26, 30, 33, 89, 174
Flip-Flops: Unbalanced, 29, 33
Front-End-of-Line, 5, 26, 27, 30, 32–34,

36, 40, 41, 46, 48, 51–53,
55, 98–101, 179

Full-custom, 6
Functionality-enhanced devices, 40

G
Gate leakage, 4
Gate-All-Around, 45, 51, 100
Granularity, 12, 14, 19, 25, 98, 101, 145, 146,

148, 151, 167–169, 171, 174
Granularity: Coarse grain, 6, 101, 146
Granularity: Fine Grain Logic Cell (FGLC),

147
Granularity: Ultra-fine, 12, 14, 119, 146–148,

150, 151, 168–170, 173, 175, 178,
180, 181

Graph, 154, 158, 159, 162, 164, 166

H
Heterogeneous, 6, 13, 27, 31, 35, 146, 151
Homogeneous, 18, 23, 25–27, 40, 146, 152

I
I/O blocks, 20, 151
Industrial, 1–3, 17, 25, 36, 42, 49, 97, 112,

125, 128, 131, 139, 181
Industry, 1, 2, 108, 115, 120
Industry: Semiconductor, 2, 3, 6, 36
Integrated Circuits, 2
Interface, 8, 33, 38, 151
International Technology Roadmap for

Semiconductors (ITRS), 3, 4, 7, 8, 24,
31, 32, 136, 180

Island-style, 18, 24, 26, 39, 88, 89, 174

J
Joule heating, 25

184 Index



www.manaraa.com

L
Langmuir-Blodgett, 121
Latch depopulation, 167, 168, 174
Line sharing, 53
Lithography, 4, 12, 41, 42, 107, 110, 114,

115, 117, 123, 126–131, 133, 136,
138–140, 181

Lithography: Sub-lithographic, 27, 34, 36,
107, 109, 120, 126–128, 139,
140, 180

Logic blocks, 9, 12–14, 18–21, 23, 24, 26, 30,
39, 40, 89, 97, 99, 107, 108, 119, 140,
148–151

Logic gates, 11, 12, 18, 19, 21, 23, 29, 37, 46,
47, 49, 90, 98, 107–110, 113–115, 117,
120, 123, 124, 127, 129, 140, 141, 145,
147–160, 162, 169, 170, 174, 179–181

Logic: Dynamic, 33, 107, 108, 113, 115, 117,
119, 124, 126, 140, 180

Logic: AND-OR, 19
Logic: Combinational, 19, 20, 23, 26, 34, 39,

46, 107, 121, 122, 145–147, 150, 153,
163, 170, 174, 181

Logic: Diode, 18, 33, 108, 121
Logic: Fine Grain, 12, 19, 21, 39, 87,

146–148, 170
Logic: Sequential, 19, 20, 23, 26, 31, 34, 36,

39, 44, 145–147, 150, 171
Logic: Standard cells, 12, 21, 24, 47–49, 101
Look-Up Table (LUT), 18, 22, 23, 25–27, 29,

32, 38, 39, 42, 44, 52, 55, 88–90, 95,
123, 146–148, 150, 152, 160, 163, 167,
169, 178, 179, 181

Look-Up Tables (LUT), 20
Low cost, 27, 41
Low leakage, 39
Low power, 6, 39, 42, 55

M
Magnetic, 24, 29, 33, 179
Manufacturability, 100, 107, 138, 139
Mapper, 157
Mapping, 155, 157
Mask-programmed Gate Arrays, 21
Matrix, 148, 150, 152, 154, 156, 157, 159,

162–164, 169, 171, 172, 174
Mature, 36, 37, 49, 100, 103, 115
Maturity, 8, 10, 25, 33, 36, 44, 97, 128
MCluster, 148, 150, 152, 154, 155, 157,

159–162, 167–171, 174, 181
Memory, 8, 11, 12, 19, 22–25, 27–29, 31, 32,

35, 38–40, 42, 54, 87, 90, 94, 95, 101,
123, 145, 146, 177–179, 181

Memory: Configuration, 12, 21–23, 29, 30, 38,
39, 48, 53, 95, 147, 180

Memory: Flash, 11, 19, 22, 23, 26, 29, 32–35,
40, 54, 179

Memory: GeTe, 24, 25, 27, 34, 35, 93
Memory: GeTeC, 24, 35, 93
Memory: GST, 25, 35, 93
Memory: Non-volatile, 24, 29, 33
Memory: Non-volatile configuration, 22
Memory: OxRAM, 24, 28, 35
Memory: PCM, 23–31, 33–35, 87, 90–94,

101–103
Memory: RAM, 22, 23
Memory: ReRAM, 11, 21–25, 27, 28, 30, 35,

53, 54, 90, 94, 102
Memory: SRAM, 19, 22, 23, 25–30, 32–34,

38, 40, 43, 48, 53, 90–92, 98, 99, 179
Memory: Standalone, 22, 25, 28, 29, 40
Memory: Writing schemes, 33
Metal layers, 44, 46, 48
Metallization, 129
Methodology, 9, 10, 12, 18, 23, 30, 37, 38, 50,

96, 99, 101, 109, 115, 126, 128, 140,
146, 159, 162, 177, 180

Methodology: Evaluation, 9, 12, 37, 100,
162, 178

Methodology: Fast Evaluation, 9, 177
Methodology: Tool flow, 9, 10, 14, 20, 88, 89,

145, 147, 151–153, 162, 167, 169,
174, 178

Metric: Area, 32, 87
Metric: Power, 4, 8, 24, 28–31, 36, 41, 43, 44,

49, 51, 53, 88, 102, 108, 114, 116, 117,
125, 127, 131, 136, 137, 139, 141, 151,
181

Metric: Power-Delay Product (PDP), 117, 180
Metrics, 14, 21, 32, 36, 41, 42, 50, 88, 89, 102,

131, 133, 137, 139, 162, 167, 174
Microprocessor, 28, 123
Microscale, 125, 127
Minimum gate length, 167, 169
Model, 9, 18, 23, 31, 41, 42, 114, 123, 126,

127, 131, 146, 153
Modeling, 6, 180
Monolithic, 11, 21, 23, 36–38, 44, 53, 55, 87,

95, 96, 101–103, 179, 181
Moore’s Law, 2, 3, 6, 116
Morphic, 31, 32, 36
Morphic: Neural network, 31
Morphic: Neuromorphic, 32
Mpack, 11, 152, 154, 161, 174, 178
Multiplexers, 21, 22, 27, 29, 31, 33, 34, 39, 42,

44, 53, 90, 91, 93, 95, 109, 115, 123,
126, 130, 131, 137, 138, 140, 150

Index 185



www.manaraa.com

N
Nanodevices, 17, 32
Nano-Electro Mechanical Systems (NEMS),

101
Nanoscale, 8, 12, 31, 33–35, 123, 127, 140, 164
Nanowires, 7, 12, 17, 33, 36, 37, 44, 45, 107,

120–123, 125, 127–129, 133, 139, 140,
180

O
ODIN, 152
Optimization, 8, 11, 38, 40, 42, 89, 109, 128,

139–141, 156, 157, 160, 181
Optimization: Architectural, 10, 154, 155
Overhead, 108, 148, 168, 174

P
Packer, 14
Packing, 11, 26, 39, 89, 90, 146, 152, 154, 160,

162–164, 166–169, 174, 178
Parasitic, 19, 24, 31, 42, 115, 117, 126, 127,

131–138, 140, 141, 166, 181
Parasitics: Capacitive coupling, 128, 137, 138
Passivation, 129, 132
Pass-transistor, 19, 30, 36, 100
Pathfinder, 89
PDP, 117
Performance metric, 5, 21–23, 32, 35, 40, 88,

94, 103, 115, 149, 162, 180
Permittivity: High-J, 138
Permittivity: Low-J, 138
Phase: Amorphous, 25
Phase: Crystalline, 25, 38
Phase: Crystallization, 25, 38
Phase: off-state, 28, 111, 117, 140
Phase: on-state, 11, 27, 29, 30, 102
Phase: Resistive states, 11, 54, 179
Phase: State, 8
Photolithography, 32, 121
Place, 21, 23, 28, 38, 44, 45, 48, 53, 54, 89, 90,

100, 101, 152, 157, 179
Planar, 8, 37, 44, 45
Polarity, 12, 36, 107, 108, 110, 111, 117, 180
Polarity: Gate, 108, 180
Poly-silicon, 129
Programming, 11, 19, 20, 22, 24, 25, 28–35,

40, 53, 87, 94, 102
Pulsed signal, 31

Q
Quantum effects, 4

R
Reconfigurable, 6, 9, 10, 11, 13, 14, 17–19, 22,

27, 31–33, 35, 36, 38, 40, 44, 46, 48,
52, 54, 55, 87, 88, 97, 100, 107–109,
113–115, 140, 145–148, 150–153, 171,
174, 177, 178

Reconfigurable: Applications, 88
Reconfigurable: Circuits, 6, 13, 18, 27, 44, 46,

52, 97, 178
Reconfigurable: Switches, 19, 21, 24, 102, 121
Regularity, 4, 11, 12, 17, 32, 38, 39, 42, 88,

109, 120, 129, 146, 153, 171, 178
Regularity: ultra-, 128, 130
Reliability, 25, 31, 35–38, 147, 164
Routing: Inter-CLB, 89, 93
Routing: Interconnection, 18
Routing: Intra-CLB, 93, 174
Routing: Local, 39
Routing: Matrix arrangement, 150, 171
Routing: Routability, 24, 25, 29, 89, 98, 148,

149, 152
Routing: Switchbox, 11, 20, 22–24, 30, 31, 34,

35, 54, 90, 92, 93, 95, 98, 147, 149, 151

S
Salicidation, 37, 112
Scaling, 2–5, 12, 21, 24, 36, 44, 100, 120,

135, 136
Schottky, 110, 111
Segments, 19, 21, 24, 98
Shift-register, 26
Short Channel Effects, 4
Silicon-On-Insulator (SOI), 7, 11, 38, 45, 107,

109, 112, 120, 129
Simulation, 12, 23, 26, 33, 41, 49–51, 53, 87,

91–93, 96, 99, 114, 115, 123, 126, 131,
137, 145, 162, 180

Simulation: Simulated annealing, 89

T
Technology Computer-Aided-Design (TCAD),

10, 12, 23, 49–51, 55, 99, 180
Template, 9, 13, 14, 18, 37–39, 45, 52, 147,

154, 177, 178
Testbench, 10
Thickness, 4, 51, 121, 136–138
Through-Silicon-Vias (TSVs), 36, 37, 101
Topologies, 28, 33, 45, 145, 148–150,

154–156, 159, 162, 163, 165, 166, 171,
172, 174, 178

Topologies: Modified Omega, 145, 149, 163,
165, 166, 171, 172, 174, 181

186 Index



www.manaraa.com

Topologies: Banyan, 149, 154, 159, 163, 165,
166, 173, 174

Topologies: Baseline, 149, 163
Topologies: Flip, 146, 149, 163
Topologies: Full-interconnectivity, 24
Topologies: Multistage Interconnection

Networks (MINs), 149, 174
Transistors: CNFET, 35, 36, 107, 110, 111,

113, 115, 118, 164, 171, 180
Transistors: DG-CNFET, 108, 111–115,

117–119, 140, 180
Transistors: MOSFET, 2, 6–8, 27, 36, 110,

111, 122
Transistors: NWFET, 34, 51, 53, 55, 87, 98,

99, 101–103, 126, 127, 179, 181
Transistors: Programming, 28, 29, 35, 87, 94
Transistors: Vertical FETs, 44

V
Vaport-Liquid-Solid (VLS), 45, 121, 149
Variability, 4, 38, 100, 164
Vertical, 11, 21, 23, 24, 26, 34, 44–47, 51–54,

87, 98, 99, 101–103, 133, 150, 179, 181
Very Large Scale Integration (VLSI), 2
Vias, 12, 23, 45, 46, 48, 125, 129, 150
Voltage divider, 11, 28, 29, 179
VPR, 89, 91, 152, 153
VTR, 20, 145, 152

X
XOR, 36, 110, 119, 140

Index 187


	Disruptive LogicArchitectures and 
Technologies
	Preface
	Contents
	Acronyms
	1 Introduction
	Part I 
Background
	2 Background and Motivation
	Part II 
Incremental Logic Design
	3 Innovative Structures for Routing and Configuration
	4 Architectural Impact of 3D Configuration and Routing Schemes
	Part III 
Disruptive Logic Design
	5 Disruptive Logic Blocks
	6 Disruptive Architectural Proposals and Performance Analysis
	7 Conclusions and Contributions
	Index



